**Introduction to Support Vector Machines**

**Goal**

In this tutorial you will learn how to:

* Use the OpenCV functions [CvSVM::train](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train) to build a classifier based on SVMs and [CvSVM::predict](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-predict) to test its performance.

**What is a SVM?**

A Support Vector Machine (SVM) is a discriminative classifier formally defined by a separating hyperplane. In other words, given labeled training data (*supervised learning*), the algorithm outputs an optimal hyperplane which categorizes new examples.

In which sense is the hyperplane obtained optimal? Let’s consider the following simple problem:

For a linearly separable set of 2D-points which belong to one of two classes, find a separating straight line.
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Note

In this example we deal with lines and points in the Cartesian plane instead of hyperplanes and vectors in a high dimensional space. This is a simplification of the problem.It is important to understand that this is done only because our intuition is better built from examples that are easy to imagine. However, the same concepts apply to tasks where the examples to classify lie in a space whose dimension is higher than two.

In the above picture you can see that there exists multiple lines that offer a solution to the problem. Is any of them better than the others? We can intuitively define a criterion to estimate the worth of the lines:

A line is bad if it passes too close to the points because it will be noise sensitive and it will not generalize correctly. Therefore, our goal should be to find the line passing as far as possible from all points.

Then, the operation of the SVM algorithm is based on finding the hyperplane that gives the largest minimum distance to the training examples. Twice, this distance receives the important name of **margin** within SVM’s theory. Therefore, the optimal separating hyperplane *maximizes* the margin of the training data.
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**How is the optimal hyperplane computed?**

Let’s introduce the notation used to define formally a hyperplane:

![f(x) = \beta_{0} + \beta^{T} x,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIIAAAAWBAMAAAD+2lmbAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr93zYM+/SPuLGHTpMp01AIqTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACC0lEQVQ4y2NgGCDwNP5oAIVGMBdQ6gjmC2gCIhCqjDwThEwY2KBuYk9AVcd93gRT857PDqi+YAxIZ1gD42ihKn7GdR7DAL6ENR8YGDiQTOCYwMAwD8Z5h6KYt4FhP8K10yHUDQbuv0BdDghl6zcwMKTAOK6o1ikwTEbwxCHUIwZOAwYGfoQJpfpHJzDEMvBqFDCcYmC4jGICawKLLoYJYQxOQHfxFDBcamfgWQB2A9BHpxi4awxYgd5ZgWICj7hGNoYJB4vaNoAZ2w8zRDLATAA6i/fnayCHH4iZzoDAKZAJDxj8E9BNOMfA8g3Cuj8PYtR6oI8agHT+A1CworrhAQPfXwbOdjQTGN5DgpftH9QkqAn1mCYwP2Bg/82wdweQuebMmZ4zZ0B5wQ6oFGI3O9QEEPcAkE5rwDRBgIH9O5cAzwZkNxgCtUASA1sGwgRgQuLc9RFqAiIcmAUW8H3g3sApgGICF8N7CGv2egEGPisGBn9gFIQzMNxhkE+9wMCD6gZJgRUbGB1YElBMmMjVDUlvBxi/xTICfXIPGKfSIMRjC0wdKCZwZDeFM7BNYH+AbELbDlWIJxg3MBy+wHAGIuoI0zMP1YQEcD7gLEAxATWb1ECjDcaPQjUBFPa8fxkhvLkQqhXVhH0QigXiTgbOCZgmMLxANRbNBFiKK4dQJaiynAuwlC2zULPvBQArPob8H1KulAAAAABJRU5ErkJggg==)

where ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARBAMAAAD9OpvVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAXElEQVQI12NgEPrswMDAmlD0gYGhk4HxBwNDFAO3AQPDMQavBgYG3VfTBBgYVBlYvoFIhvgGBlMGhvcCDLZA8gGDLTtDPAOD7V72iQwM0yTXPACSDCAwB4ncDiIAhsYUyWnXNEwAAAAASUVORK5CYII=)is known as the *weight vector* and ![\beta_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAARBAMAAAAmgTH3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAfklEQVQI12NgEPrswAACrAlFH8CMTgbGH2BGFAO3AZhxjMGrAczQfTVNAMxQZWD5BmUwxDcw7HzAYMrA8F6AsXECgy2Q8aCWQZHBlp0hnkGQYS+D7V72iQxXGNwYpkmuecCQzfCUYRpIaxjDPoY5IEZ/wwUIg3VOAcN2BggAAMPfH05F6u7aAAAAAElFTkSuQmCC)as the *bias*.

See also

A more in depth description of this and hyperplanes you can find in the section 4.5 (*Seperating Hyperplanes*) of the book: *Elements of Statistical Learning* by T. Hastie, R. Tibshirani and J. H. Friedman.

The optimal hyperplane can be represented in an infinite number of different ways by scaling of ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARBAMAAAD9OpvVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAXElEQVQI12NgEPrswMDAmlD0gYGhk4HxBwNDFAO3AQPDMQavBgYG3VfTBBgYVBlYvoFIhvgGBlMGhvcCDLZA8gGDLTtDPAOD7V72iQwM0yTXPACSDCAwB4ncDiIAhsYUyWnXNEwAAAAASUVORK5CYII=)and ![\beta_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAARBAMAAAAmgTH3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAfklEQVQI12NgEPrswAACrAlFH8CMTgbGH2BGFAO3AZhxjMGrAczQfTVNAMxQZWD5BmUwxDcw7HzAYMrA8F6AsXECgy2Q8aCWQZHBlp0hnkGQYS+D7V72iQxXGNwYpkmuecCQzfCUYRpIaxjDPoY5IEZ/wwUIg3VOAcN2BggAAMPfH05F6u7aAAAAAElFTkSuQmCC). As a matter of convention, among all the possible representations of the hyperplane, the one chosen is

![|\beta_{0} + \beta^{T} x| = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAAWBAMAAADX8WRZAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMp1gdOnzvxj73YvPr0iYn/nQAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABdklEQVQ4y2NgoD7QOR9zgBx9bA/Iso5NAJeMIDHaGFG1M15nUGZgYIlPxtTh+s0A4UgmA2QpvvhfIG3qHPEYupgKWj8wMHBi1cbA9weojXECgz/CEfsglCQDy0egNgOs2hhA2pgWMGxDiNyDUFoM3AkMDPx4tPEUMC/E0HacwQroAtYHDFLzGFgb0LV9B2pjvbeyBENb7KvpDmCGXxjDaQas2hQY7AvQtQUxMH+HsOQ3OUC0LQ0FgQYkbUwfGbjnoWlj0IeEE/sn7H5jU2Dg+8Lg6AnktoaGTg0NBaXDJAaG9xBX8uHSdoGB7x/HBVYHZNtygdogkcZeiUtbA9MHFgfuCyjaOBj0Iawt/Rcw/AbWdvtCpwOvAXMBira9HFMg6S+A9/tBNNs4QNo4S2adY2DfwKeArG265xqIG3kdGMIE0LXVgbQVgNMg9wMUbagp1AA9zQK1gUKO8SMvhL8RQs0hThuD5gkUYULaGBi4G7Bk0B34sz0AUwRpyrngwuEAAAAASUVORK5CYII=)

where ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKBAMAAAB/HNKOAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAMt37SOkYdPPPi52/rxtZTnEAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAA3SURBVAjXY2AAAyETBtYEhpIIhllAjtzqAiDJ8xokwQImeQ6DyOV5FxgYGAN430xk4C1giBAAAAj9CqXrlcmGAAAAAElFTkSuQmCC)symbolizes the training examples closest to the hyperplane. In general, the training examples that are closest to the hyperplane are called **support vectors**. This representation is known as the **canonical hyperplane**.

Now, we use the result of geometry that gives the distance between a point ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKBAMAAAB/HNKOAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAMt37SOkYdPPPi52/rxtZTnEAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAA3SURBVAjXY2AAAyETBtYEhpIIhllAjtzqAiDJ8xokwQImeQ6DyOV5FxgYGAN430xk4C1giBAAAAj9CqXrlcmGAAAAAElFTkSuQmCC)and a hyperplane ![(\beta, \beta_{0})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAATBAMAAAAg4UMRAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr2C/SBjpi53PMvP73XQMZxBNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQY03XRMUjDQBTG8T9pkqZVQxHBTSvOYnBxKwUdXMS4dHLQQXCyFBQFHQIdRVrQyamziFYnx0CnDoqLg+LQyUm0oFMF8d1dsmmGe1/ul/e4JPD/NfrXph1Apgx+9Sbdev0u6roAFSl1p5qAF1T6OoyE7EM+5qNl5AJ/YB6JmJP1gYOk55hsWweryRnkAus5kRNmTHe+zSa4Yy+lRDaWOz0dnBhpdiNmAyNbWJ8m9Ym1eINUaLQ4lDeJlQxF2D9GbmGl51/GStZFCthfRq5FyqtsK3lUEnp9jkIlDg3eqSk5FRkvrPWYjJTUnHv5ktPIrAkYLt2JuzKXzttTmXmWsJtMiegj21pUqrNDNsIVaap7X03rqnTVKpALsaJEMqTidUP2pC6SVafiXC276Z8r8gtq4kmj4LG52wAAAABJRU5ErkJggg==):

![\mathrm{distance} = \frac{|\beta_{0} + \beta^{T} x|}{||\beta||}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK4AAAAtBAMAAADFBk2rAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYL/PdDKvi91IGJ3p8/ub8MxPAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACvUlEQVRIx9XWP2gTURwH8G9iLsfdpclNolOvmElEoyBilx5NNQild0tAEEwGQbqpXFtrESviJhKoQwfRGxSXYhIddDKK4GJKddDFRVoFiw61eJpERN+716T509b2JQf6lpf3cvnw7nd5777Av94e9j2P8f42udGXXRnWC+aW3TwQmHvdOj/4SyXuiqeoPO4Dea5lWtFmltp0hfcwVu9znHUnEXBW68DlKpO4uDoeZt1jiK+AcDvuNs13tcU9gB3kHsIqji8iZHO5oeHr0Rb3xfS8DkRUHJvFIb71hnLo1prdl/AtAyFSh9SEzu0qDsTFJhcF9jD9Pznr25WD9A1Hhshgplj8UizSPfYOuK27F0jcbhpSWU6H9Pr1viUu+zP493K7trIU0MV0gyujwD5Z2TSnezp9Xw+qPq3BHZU/sKPhaXD5IJcbjn46DP8ZKVfvzg9dYWUI6pg1q65v11ZczT0PxEyD23haVNdruNtwky59/oITZOMR1i2s7aYgsXJd2KSLJ70N0+u6K6337ysW7TUm11lP1RUrnXwvbbcMTH+ElZjs/34KdxK7cdOx9gNHLRWPzpm8rDiJS5AdKY2YQNa7B+ch/8AtMi85/hw5xoFrRdrsrbmRDK2D43uDDHXv0tFXZO2sCjVlouFlFvm9uUav7bZdF/sWTOrKYwU6ytpkHsbAQA9vHaquHK8IFQmDpjvKmq7bxmMj90sl0URUrogoI+VzXTIvkDoIfPUdgRJDwSauRjZlWZTLMO65LnlB6sHYRlslWYspyebAopSAiYTxbKp0w0roiI8jfvZEz1RpZ99l9I+ZGB3LbLT5qjHF/VTfpM9tVDBfiyktblstX4spnXdZTOm8y2JK510WUzxw3ZjiiUtiSuddFlM8cGlM8cQlMcULl8YUD1w3pnjharWTorNu7P9x140ptP0Bh+kjYqz833wAAAAASUVORK5CYII=)

In particular, for the canonical hyperplane, the numerator is equal to one and the distance to the support vectors is

![\mathrm{distance}_{\text{ support vectors}} = \frac{|\beta_{0} + \beta^{T} x|}{||\beta||} = \frac{1}{||\beta||}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAUEAAAAtBAMAAADCYcSXAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYL/PdDKvi91IGJ3p8/ub8MxPAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEQklEQVRYw+2YX2xTVRzHv3dtd3dv+XP1QTFGKbC4BEi4AxKz+UDDxmYM2hvDeHDoaiAsCw8WaToB/5So8cWQm0wTjMusBjUkxHaEgAkP1WhM0EbgYSTGl0oh6tswFNjQ4O+c03Xtdtudsq2XB35peu7vd8+9/fScc8/vfn/AA3M2/6Z/N7lP4bOqnf2t0PY4ndwZqM84GcD2/4xZce+FS/Q9VvBGHa4cvhuvF6E/cHJ8VvyUfmEOQnxm1ovwFXjzRV+1xeRnEbKmZ9mRcHndCL+FerHoNwpCfxxvUfP3/UG4ESusmYSegPI+NX/Ad9TGzxUI6/ak/HTsSnAm4ZKBo83UXId3+KIn4jbhL1D+mUWYwkoCOE8r8tZpuE+ItIW37RmE/sLjsyHl+jr8nTaOoHdHFtAzmV8zmR8ovDQF7UZhU3Gf8DJR2F/hx9IxXBqGNiF6rM66T6gjjU7EygkTfrGNq8/ddJ8wpl/Fq3i4jLA//I14wHfhtTWWI2GyboRXXnjXRgs+LSVc1vxXm+iwB0vGnMfwC7vUU9YsIiHPwzhYRli+k4xK3ClUmpoWljDH2j4rLJadSC/LzJoJ+6CJv3VocQj9uURp+J4IC9a+4MPo9J/VRM23mSJUJ+9PxfBINIRj1xDtjm+9uQfHu9diOB9tBbqiBs6+brkPqMbxDvS8FobpozFcjzeg38IIxbV8Q4reNp1Mtyp7H2aY1TiT1S5abrNZzitjsBnhl8y7jmQiacDos3DJ8SKvUdmbtrtyNl7lIhZZmeCE2JCzGKE+mGZeMkFxhDo7Vzn+9kmjsrfgNkWod0z6JjVst7iXtDgh79Hb9dDVhuwT+/Ypl8+k8Phh5c91z69j22h45NFzKaU/QB6P9nYtCirNJmOi3bRZn1QxgT6FE1LcR7Psow3LZzQj6wk2BTfjPc3UAs+c8DCUxsjxIbTtQrvHEFHquODrkLj8JtIJIgxgABOqPoHQ15yQ9E6w0WQb2sgHYISGarbiQGMK45vBCX3fRXZ3Dpwi4WGIKHWsbD1F6d7jLOKLZYCpQgA/SpNwPtwd+n7o9kfR7iA6DqJjf++qoduPbTmCrYMWYoOUSl96NlJO2EZM7C7nI3tZ0iVvJ49Sx8q/PMqSB9fyo1XTiN+YKgTwo5GUxAys1QNnlawn0mQ8jSNaXDHb0LCNvQS8aQ/j45fR07DtEx6ljnMQci0vQcgLAYJVxs7FrBcH73ha+rExFkHXmc9zlvYUO9EEb0uEPuTxKHWsTii0vAQhLwTIEwpjS691Hk8k4xJaXoKQFwLcIBRaXoKQFwJqJXyyHUouMT9CoeUlCHkhoFbC+Ron5FpegpAXAlwiJC0vRYi05Qah0PIShLwQ4Aoh1/IShLwQ4A4h0/IyhKwQ4Aoh1/IyhKwQ4Aah0PIShLwQ4AphoJih5yCcfoeoM6EpSZh7QFhRV8pmzdJCwP9RtLeozaJ1BwAAAABJRU5ErkJggg==)

Recall that the margin introduced in the previous section, here denoted as ![M](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYPMYz+mdMt1IdL/7i69EfXwpAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAf0lEQVQI12MQ+m/AwMDA8hFIxCcAifoPQEJfAUh4gFhqPxkY2LuALPbmLwwM3FJAFtcGfwMGC8bPDAxsCfMTGDaCWCwLWA8wN3B+Z2BgEuD9xSfACdTGP4HhqAUDJ9DkegOG94EMnL8YGNYDOQEMnP8YGDIYGDgEGJj/7GSAAwALbB/4pCamtQAAAABJRU5ErkJggg==), is twice the distance to the closest examples:

![M = \frac{2}{||\beta||}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAqBAMAAADi/wAlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYPMYz+mdMt1IdL/7i69EfXwpAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABO0lEQVQ4y2NgwA2Yfc4xEAQzcs9fIKhoAsP8BsJGMfA7EKPoAhGKZIhQw9BIhBquDUQoKiXGtnYi1HAIEKHIx8XFC8IS+m8AJFk+Yqrh/v///y8oOz4BSNR/wG+ovgKQ8CCgSO0nAwN7F35F7M1fgNZLfSAQqv4GDBaMn/EqYkuYn8CwEaKoNRQEDDAVsSxgPcDcwPkdr0lMAry/+AQ4f6KK/kcBDPwTGI5aMHB+xGtSvQHD+0AGzl943bQeqC6AgfMfXpMywLHN/GcnaugVsBegszADRoANmE6WfhKAsnArYttg+oGgohoGru8EFWUw8CoQVOTNIFFAUFHcjNMLCCoKY2D8TYQihvwCQorUGBjmLyCkSA+oaAJBRcwM+QTdpHeP+RRBRafXtEwgrAgR1bgVHaGGIjC4DGMAABDjXmbfZQ1AAAAAAElFTkSuQmCC)

Finally, the problem of maximizing ![M](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYPMYz+mdMt1IdL/7i69EfXwpAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAf0lEQVQI12MQ+m/AwMDA8hFIxCcAifoPQEJfAUh4gFhqPxkY2LuALPbmLwwM3FJAFtcGfwMGC8bPDAxsCfMTGDaCWCwLWA8wN3B+Z2BgEuD9xSfACdTGP4HhqAUDJ9DkegOG94EMnL8YGNYDOQEMnP8YGDIYGDgEGJj/7GSAAwALbB/4pCamtQAAAABJRU5ErkJggg==)is equivalent to the problem of minimizing a function ![L(\beta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAATBAMAAADojanHAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAv+lgz/vd8xivSIudMnS36sZ1AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA1klEQVQY02NgwAkmQ+mFQMz4XxlELmBg4NMvZmDgEgDy/EGSTUB8kEMfSGbAhPYwMPAGMLy/wMBwBshzBQkJMzDwJDBsB7JMYEK+DAwsAsy5QNZ1mJAGAwPTrFQ5IKsVJlQAFDrAYA+0jh8mFAAW4vnLwMCKJMR+gIHrH0QI7AgFoNAEBq5fSEIZIKEGng8QoXyQkBdQaPaE1gdAI4G8/+XxXxjmAaXlwoASDEtAKjg6OhgsgUICDFCvQQBQOasDmOUBE2I+ABXi3gAPwlUM3A0gejEDAwCZNimBnxh/OwAAAABJRU5ErkJggg==)subject to some constraints. The constraints model the requirement for the hyperplane to classify correctly all the training examples ![x_{i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAANBAMAAACEMClyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMt37SOkYdPPPi52/r2C4qZYxAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAU0lEQVQI12NggAEhEwbWBBCjJIJhFkRIfnUBhMHzm4GBewKQwQJkMDqARA5DtS3Pv8DwdANQNID3z0T2AwwMvAUMEQJ8B6DS7BdgjGkCEAabDQMAoHUQo3FGpBIAAAAASUVORK5CYII=). Formally,

![\min_{\beta, \beta_{0}} L(\beta) = \frac{1}{2}||\beta||^{2} \text{ subject to } y_{i}(\beta^{T} x_{i} + \beta_{0}) \geq 1 \text{ } \forall i,](data:image/png;base64,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)

where ![y_{i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAANBAMAAAC9V5gpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYN3zGOmLdM/7v68ynUg85ZyJAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAY0lEQVQI12NgVHZgEGUAAbf6AoZOMIuBH5m1mIG3AcQSALJ4HoBYCUAWRHYDQyuD6AUgi3l6lRED+wIgi33ylg4GxgUQBdYM7BvADJ4/DOwtBxgYPAuYNjCwzAKKcE9WB8sAAM8SFE8E4tAtAAAAAElFTkSuQmCC)represents each of the labels of the training examples.

This is a problem of Lagrangian optimization that can be solved using Lagrange multipliers to obtain the weight vector ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARBAMAAAD9OpvVAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAXElEQVQI12NgEPrswMDAmlD0gYGhk4HxBwNDFAO3AQPDMQavBgYG3VfTBBgYVBlYvoFIhvgGBlMGhvcCDLZA8gGDLTtDPAOD7V72iQwM0yTXPACSDCAwB4ncDiIAhsYUyWnXNEwAAAAASUVORK5CYII=)and the bias ![\beta_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAARBAMAAAAmgTH3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdOnzYJ2/GDL73YvPr0hShumWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAfklEQVQI12NgEPrswAACrAlFH8CMTgbGH2BGFAO3AZhxjMGrAczQfTVNAMxQZWD5BmUwxDcw7HzAYMrA8F6AsXECgy2Q8aCWQZHBlp0hnkGQYS+D7V72iQxXGNwYpkmuecCQzfCUYRpIaxjDPoY5IEZ/wwUIg3VOAcN2BggAAMPfH05F6u7aAAAAAElFTkSuQmCC)of the optimal hyperplane.

**Source Code**

|  |  |
| --- | --- |
| 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  66  67  68 | #include <opencv2/core/core.hpp>  #include <opencv2/highgui/highgui.hpp>  #include <opencv2/ml/ml.hpp>  using namespace cv;  int main()  {  // Data for visual representation  int width = 512, height = 512;  Mat image = Mat::zeros(height, width, CV\_8UC3);  // Set up training data  float labels[4] = {1.0, -1.0, -1.0, -1.0};  Mat labelsMat(4, 1, CV\_32FC1, labels);  float trainingData[4][2] = { {501, 10}, {255, 10}, {501, 255}, {10, 501} };  Mat trainingDataMat(4, 2, CV\_32FC1, trainingData);  // Set up SVM's parameters  CvSVMParams params;  params.svm\_type = CvSVM::C\_SVC;  params.kernel\_type = CvSVM::LINEAR;  params.term\_crit = cvTermCriteria(CV\_TERMCRIT\_ITER, 100, 1e-6);  // Train the SVM  CvSVM SVM;  SVM.train(trainingDataMat, labelsMat, Mat(), Mat(), params);  Vec3b green(0,255,0), blue (255,0,0);  // Show the decision regions given by the SVM  for (int i = 0; i < image.rows; ++i)  for (int j = 0; j < image.cols; ++j)  {  Mat sampleMat = (Mat\_<float>(1,2) << j,i);  float response = SVM.predict(sampleMat);  if (response == 1)  image.at<Vec3b>(i,j) = green;  else if (response == -1)  image.at<Vec3b>(i,j) = blue;  }  // Show the training data  int thickness = -1;  int lineType = 8;  circle( image, Point(501, 10), 5, Scalar( 0, 0, 0), thickness, lineType);  circle( image, Point(255, 10), 5, Scalar(255, 255, 255), thickness, lineType);  circle( image, Point(501, 255), 5, Scalar(255, 255, 255), thickness, lineType);  circle( image, Point( 10, 501), 5, Scalar(255, 255, 255), thickness, lineType);  // Show support vectors  thickness = 2;  lineType = 8;  int c = SVM.get\_support\_vector\_count();  for (int i = 0; i < c; ++i)  {  const float\* v = SVM.get\_support\_vector(i);  circle( image, Point( (int) v[0], (int) v[1]), 6, Scalar(128, 128, 128), thickness, lineType);  }  imwrite("result.png", image); // save the image  imshow("SVM Simple Example", image); // show it to the user  waitKey(0);  } |

**Explanation**

1. **Set up the training data**

The training data of this exercise is formed by a set of labeled 2D-points that belong to one of two different classes; one of the classes consists of one point and the other of three points.

float labels[4] = {1.0, -1.0, -1.0, -1.0};

float trainingData[4][2] = {{501, 10}, {255, 10}, {501, 255}, {10, 501}};

The function [CvSVM::train](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train) that will be used afterwards requires the training data to be stored as [Mat](http://docs.opencv.org/modules/core/doc/basic_structures.html#mat) objects of floats. Therefore, we create these objects from the arrays defined above:

Mat trainingDataMat(4, 2, CV\_32FC1, trainingData);

Mat labelsMat (4, 1, CV\_32FC1, labels);

1. **Set up SVM’s parameters**

In this tutorial we have introduced the theory of SVMs in the most simple case, when the training examples are spread into two classes that are linearly separable. However, SVMs can be used in a wide variety of problems (e.g. problems with non-linearly separable data, a SVM using a kernel function to raise the dimensionality of the examples, etc). As a consequence of this, we have to define some parameters before training the SVM. These parameters are stored in an object of the class [CvSVMParams](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvmparams) .

CvSVMParams params;

params.svm\_type = CvSVM::C\_SVC;

params.kernel\_type = CvSVM::LINEAR;

params.term\_crit = cvTermCriteria(CV\_TERMCRIT\_ITER, 100, 1e-6);

* + *Type of SVM*. We choose here the type **CvSVM::C\_SVC** that can be used for n-class classification (n ![\geq](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPBAMAAAAizzN6AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAMovpnXSvGGDdv0jP8xR5iNcAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAA5SURBVAjXYxBiAAMmEwjNalYApjlmQWjuMwJgmvEKmFJOB5MOQILdWQFEZgaARCQbGHCCnTOBYAoAplAKIw6a8WQAAAAASUVORK5CYII=)2). This parameter is defined in the attribute *CvSVMParams.svm\_type*.

Note

The important feature of the type of SVM **CvSVM::C\_SVC** deals with imperfect separation of classes (i.e. when the training data is non-linearly separable). This feature is not important here since the data is linearly separable and we chose this SVM type only for being the most commonly used.

* + *Type of SVM kernel*. We have not talked about kernel functions since they are not interesting for the training data we are dealing with. Nevertheless, let’s explain briefly now the main idea behind a kernel function. It is a mapping done to the training data to improve its resemblance to a linearly separable set of data. This mapping consists of increasing the dimensionality of the data and is done efficiently using a kernel function. We choose here the type **CvSVM::LINEAR** which means that no mapping is done. This parameter is defined in the attribute *CvSVMParams.kernel\_type*.
  + *Termination criteria of the algorithm*. The SVM training procedure is implemented solving a constrained quadratic optimization problem in an **iterative** fashion. Here we specify a maximum number of iterations and a tolerance error so we allow the algorithm to finish in less number of steps even if the optimal hyperplane has not been computed yet. This parameter is defined in a structure [cvTermCriteria](http://docs.opencv.org/modules/core/doc/old_basic_structures.html#cvtermcriteria).

1. **Train the SVM**

We call the method [CvSVM::train](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-train) to build the SVM model.

CvSVM SVM;

SVM.train(trainingDataMat, labelsMat, Mat(), Mat(), params);

1. **Regions classified by the SVM**

The method [CvSVM::predict](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-predict) is used to classify an input sample using a trained SVM. In this example we have used this method in order to color the space depending on the prediction done by the SVM. In other words, an image is traversed interpreting its pixels as points of the Cartesian plane. Each of the points is colored depending on the class predicted by the SVM; in green if it is the class with label 1 and in blue if it is the class with label -1.

Vec3b green(0,255,0), blue (255,0,0);

for (int i = 0; i < image.rows; ++i)

for (int j = 0; j < image.cols; ++j)

{

Mat sampleMat = (Mat\_<float>(1,2) << i,j);

float response = SVM.predict(sampleMat);

if (response == 1)

image.at<Vec3b>(j, i) = green;

else

if (response == -1)

image.at<Vec3b>(j, i) = blue;

}

1. **Support vectors**

We use here a couple of methods to obtain information about the support vectors. The method [CvSVM::get\_support\_vector\_count](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-get-support-vector) outputs the total number of support vectors used in the problem and with the method [CvSVM::get\_support\_vector](http://docs.opencv.org/modules/ml/doc/support_vector_machines.html#cvsvm-get-support-vector) we obtain each of the support vectors using an index. We have used this methods here to find the training examples that are support vectors and highlight them.

int c = SVM.get\_support\_vector\_count();

for (int i = 0; i < c; ++i)

{

const float\* v = SVM.get\_support\_vector(i); // get and then highlight with grayscale

circle( image, Point( (int) v[0], (int) v[1]), 6, Scalar(128, 128, 128), thickness, lineType);

}

**Results**

* The code opens an image and shows the training examples of both classes. The points of one class are represented with white circles and black ones are used for the other class.
* The SVM is trained and used to classify all the pixels of the image. This results in a division of the image in a blue region and a green region. The boundary between both regions is the optimal separating hyperplane.
* Finally the support vectors are shown using gray rings around the training examples.

![The seperated planes](data:image/png;base64,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)