
Richard J. Roiger Michael W. Geatz



А T U T O R I A L - B A S E D  P R I M E R

Richard J. Roiger Michael W. Geatz
Minnesota State University, Mankato i Intormation Acumen Corporation

u h'<žv.
m FAKDLTET U S L

1 B.UOTEK &
_  6ltjA +■ CD'ROM

Boston San Francisco New York 
London T oronto Sydney Токуо Singapore Madrid 

Mexico City Munich Paris Cape Town Hong Kong M ontreai

4



Senior Acquisitions Editor Maite Suarez-Rivas
Executivc Editor Susan Hartman Suliivan
Executive M arketing Manager Michael Hirsch
Associate M anaging Editor Patty Mahtani
Production Supervisor Marilyn Lloyd
Project Management Keith Непгу/D artm outh  Publishing, Inc.
Composition and Art D artm outh Publishing. Inc.
Text Design D artm outh PubHshing, Inc.
Cover Design Јоусе Cosentino Wells
Design Manager Gina Hagen Kolenda

Prepress and M anufacturing Caroline Fell

Access the latest information about Addison- Wesley titles from  ourW orldW ide Web site: http://w w w .aw .com /cs

Мапу o f the designations uscd by manufacturers and scllers to distinguish their prođucts arc claimed as trademarks. 
W hcre thosc designations appear in this book, and Addison-Wesley was aware o f  a trademark claim, the designations 

have becn printed in  initial caps o r all caps.

The programs and applications presented in this book have been included for their instructional valuc.They have 
been tested w ith care, but are no t guarantecd for апу particular purpose.The publisher does not ofier апу warrandes 
or representations, not does it accept апу liabihties w ith respcct to  the programs or applicarions.

Library o f  Congress Cataloging-in-Pubhcation Data 

Roiger, R ichard
Data mining : a tutorial-based prim er /  Richard J. Roiger. Michael W. Geatz. 

p. cm.
Includes bibliographical references and index.
ISBN 0-201-74128-8

1. Data mining. I. Geatz, Michael. Il.Title.

QA76.9.D343 R 65  2003
006.3— dc21 2002026262

Copyright © 2003 by Pearson Education, Inc.

All rights reserved. N o part o f  this publication may be reproduced, stored tn a retricval system, or trans- 
initted, in апу form or by апу means, electronic, mechanical, photocopying, recording. or othersvise, 
w ithout the p rio r w ritten permission o f th e  pubhsher. Printed in thc United States o f America.

ISB N  0-201-74128-8 
1 234 5 6 7 8 9 1 0 -H A M -06050403

Preface

Data mining is the process o f  finding uscful patterns in data.The objective o f  data m in- 
ing is to use discovered patterns to  help explain curren t behavior o r to  predict future 
outcornes. Several aspects o f  the data m in ing  process can be studied.These include:

•  Data gathering and storage

• Data selection and preparation

•  M odel building and testing

•  Interpreting  and validating results

•  M odel application

A single book caim ot concentrate on all areas o f  the data m ining process. 
A lthough we furnish som e detail about all aspects o f  data n tining and knowledge dis- 
covery, ou r prim ary focus is centered  on model building and testing, as well as on inter- 
preting and validating results.

To help you b e tte r understand the data m ining process, we provide a M icrosoft 
Excel-based data m ining tool that cnables vou to experim entally build and test data 
m ining models. T h e  Intelligent Data Analyzer (iDA), a product o f  Inform ation 
A cum en C orporation , provides support for the business o r technical analvst by offer- 
ing a visual learning environm ent, an in tegrated tool set, and data m ining process sup- 
port. A lthough we recom m end the provided software, you mav choose to supplem ent 
this software o r use an alternative softvvare package. T he parts o f  the text directlv tied 
to  the accom panving softvvare are Chapters 4 ,9 , and Section 10 o f  C hapter 5.

http://www.aw.com/cs
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Objectives
W e w rote the tex t to  facilitate the foliovving student learning goals:

•  U nderstand vvhat data rnining is and hovv data n iin ing can be em ployed to  solve 

real problems.
•  R ecognize vvhcthcr a data m in ing  solution is a feasible alternative for a specific 

problem .
•  Step th rough  the knovvlcdge discoverv process and vvrite a report about the re- 

sults o f  a data m ining session.

•  Apply basic statistical and nonstatistical techniques to  evaluate thc results o f  a data

m ining session.
•  Recognize several data m ining strategies and knovv vvhen each strategy is appropriate.

•  D evelop a com prehensive understanding o f  hovv several data m in ing  techniques 

build m odels to  solve problems.

•  D evelop a general avvareness about the structure o f  a data vvarehouse and hovv a 

data vvarehouse can be used to  enhance business opportunities.

•  U nderstand  vvhat on-line analytical processing (OLAP) is and hovv it can be ap- 

plicd to analvze data.

•  Knovv that expert systems represent general models that em ulate hum an  actions.

•  Knovv hovv to use a goal trec to  help design a rule-based systein.

•  R ecogn ize that inteUigent agents are com pu ter program s able to  assist us vvith 

everyday tasks.
•  U nderstand the types o f  problem s that can be solved by com bin ing  an expert sys- 

tems problem -solving approach and a data m in ing  strategy.

•  Knovv hovv to  apply the softvvare that accornpanies this tex t to solv’e real problems.

Intended Audience
We developed m ost o f  the m aterial for this book  vvhile teaching a one-sem ester in tro - 
ductory  data m ining course open  to  undergraduate studcnts m ajoring or m in o rin g  in  
business o r  com puter science. O u r  course also includes a un it on  rule-based expert 
systems and intelligent agents. In vvriting this tex t, vve directed ou r attention tovvard

three groups o f  individuals:
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• Educators vvho vvish to teach a un it, vvorkshop, o r entire course on  data m ining 
and intelligent systems.

•  Students vvho vv'ant to learn about data m ining and desire hands-on expcricnce 
vvith a data m ining tool.

•  Business professionals vvho need to unđerstand hovv data m ining and intelli- 
gent systems can be applied to hclp solve their business problems.

Chapter Features

We take the approach that m odel build ing is bo th  an art and a science best understood
from  thc pcrspective o f  learning by doing. O u r  vievv is supported by sevcral features
found vvithin the pages o f  the tex t.T h e  follovving is a partial list o f  these features.

•  Sim ple, detailed exam ples. We rem ove m uch o f the mystery surrounding data
m ining by presenting simple, detailed examples o f  hovv the various data m ining 
techniques build their models. Because o f  its tu torial nature, the text is appropri- 
ate as a self-study guide as vvell as a college-level tex tbook  for a course about data 
m ining and knovvledge discovcry.

•  Overall tutorial style. Sclected sections in  Chapters 4, 5, 6, 7, 9, and 10 offer 
easy to  follovv, step-by-step tutorials for perform ing data analysis.

•  Data m ining sessions. Data m ining sessions allovv students to vvork through 
thc steps o f  the data m in ing  process vvith the provided softvvare. Each scssion is 
spcciallv highlighted for easv differentiation from regular text.

•  Datasets for data m ining. A variety o f  datasets from  business, m edicine, and
science are rcady for data m ining.

•  Aside boxes. Aside boxes in troduce the datasets for data rnining and emphasize 
im portant inform ation.

•  Web sites for data m in ing. Links to  several Web sites containing interesting 
datasets are provided.

•  Data analysis tools. Several useful data analysis tools found w ith in  Excel are il- 
lustrated. These tools include Excel’s LtN E STJunction  for perform ing linear re- 
gression analysis and pivot tables for sum m arizing and analyzing data.

•  Кеу term  definitions. Each chapter introduces several key terms. A list o f  defi- 
nitions for these term s is proviđed at the end  o f  each chapter.
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• E nd-of-chapter exercises. T h e  end-of-chapter exercises reinforce the tech- 
niques and concepts found w ith in  each chapter. T he exercises are grouped into 
one o f  three categories— reviesv questions, data nrining questions, and com puta- 
tional questions. Exercises appropriate for a laboratory setting are starred.

■ Revietv questiotis ask basic questions about the concepts and con ten t found 
w ith in  each chapter. T h e  questions are designed to  help  d e term in e  if  the 
reader understands the m ajor points conveyed in each chapter.
■ Data mining questions require the reader to  use one o r  several data m ining 

tools to  perform  data m ining sessions.
■ Computational questions have a mathem atical flavor in  that they require the 
reader to  p erfo rm  one or several calculations. М апу o f  the com putational 
questions are appropriate for challenging th e  m ore advanced student.

Chapter Content
T h e ordering o f  the chapters and the division o f  the book in to  separate parts is based 
on  several years o f  experience in  teaching courses o n  data m in ing  and expert systems. 
Part I  introduces material that is fundam enta l to understanding the data tnining process. 
T he presentation is inform al and easy to  follow Basic data m ining concepts, strategies, 
and techniques arc introduced. Students learn about the types o f  problems that can be 
solved w ith  data m ining and becom e proficient w ith  the sofhvare that accompanies the 
text. Several real-world examples o f  successful data m ining applications are đescribed.

O n ce  the basic concepts are understood, Part I lfo rm a lize s  data m ining problem- 
solving by introducing the knoti’ledge discovery in databases (K D D ) process tttodel. T h e  
KDD process m odel is the application o f  the scientific m ethod  to  data m ining. T he 
fact that data preprocessing is fundam ental to successful data m ining is emphasized. 
Special atten tion  is placed on the role o f  the data w arehouse and on  data m ining eval- 

uation  techniques.
Part I I I  details several advanced data tnining methods. Topics o f  curren t interest 

such as neural netw ork learning, tim e-series analvsis, logistic regression, and W eb- 
based data m in ing  are described. A tutorial on using the iDA neural netw ork software 

is provided.
A lthough data m in ing  is an appropriate solution rnethod  for m any applications, 

there are times vvhen this approach is no t feasible. Fortunately, w hen  data m ining is 
n o t a viable choice, o th e r options for creating useful decision-m aking models may be 
available. Part I V  exam ines rule-based systems and intelligent agents as alternative 
methods fo r  building models to aid in the decisiott-making process. Particular attention 
is directed tovvard com bining these techniques vvith data inining to solve com plex 

problems.

Preface vii

A b rie f description o f  the contents found  vvithin each chapter o f  the text follows.

Part I: Data Mining Fundamentals

•  Chapter 1 offers an overvievv o f  all aspccts o f  the data m in ing  process. Special 
emphasis is placed on helping the student deternune vvhen data m in ing  is an ap- 
propriate problem -solving strategy.

•  Chapter 2 presents a synopsis o f  several conunon  data m in ing  stratcgics and 
techniques. Basic m ethods for evaluating the ou tcom e o f  a data m ining session 
are described.

•  Chapter 3 details a decision tree algorithm , the apriori algorithm  for prođucing 
association rules, the K-M eans algorithm  for unsupervised clustering, and tvvo 
genetic learning techniques. Tools are provided to  help determ ine vvhich data 
m ining techniques should be used to  solve specific problems.

• Chapter 4 presents a tutorial in troduction  to  the iDA softvvare suite o f  data m in- 
ing tools. A gcneral m ethodology for perform ing supervised learning and unsu- 
pervised clustering is dcscribed.

Part ll:Tools for Knowledge Discovery

•  Chapter 5 introduces the K D l) process nrodel as a form al m ethodology for solv- 
ing  problems vvith data m ining. A sim plified adaptation o f  this nrodel is used to  
solve two data m ining problems.

• Chapter 6 offers a gentle in troduction  to  data vvarehouse design and OLAP. A 
tutorial on using Excel pivot tables for data analysis is included.

• Chapter 7 describes form al statistical and nonstatistical m ethods for cvaluating 
the outcom e o f  a data m ining session. Instructions for using Excel to  com pute at- 
tribute correlations and display scatterplot diagrams are provided.

Part III: Advanced Data MiningTechniques

•  Chapter 8 presents tvvo popular neural netvvork models. A detailed explanation
o f  neural netvvork training is offered for thc m ore technically inclined reader.

•  Chapter 9 offers a tutorial on applving the iL)A neural netvvork building tools to
solve data m ining problems. A m ethod  for using supervised learning to evaluate 
the results o t'an  unsupervised neural netvvork clustering is described.
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•  Chapter 10 details several statistical techniques, including linear and logistic re- 
gression, Baves classifier, and three unsupervised data n iin ing methods. Instructions 
for using Excel’s LIN EST function to perform  linear regression are provided.

•  Chapter 11 introduces techniques for perform ing tim e-series analysis, W eb- 
based m ining, and textual data m ining. Bagging and boosting  arc described as 
m ethods for im proving m odel perform ance.

Part IV: Intelligent Systems

T he chapters o f  Part IV as \vell as appendices C , 1) and E are stored as A dobe PDF 
files on  the C D  that accom panies the text. To read these files you will need to have 
Adobc A crobat R ead er installed o n  you com puter.T o dovvnload a free сору o f  Adobe 
Acrobat Reader, visit the Web site www. adobe.com.

•  Chapter 12 provides an in troduction  to  artificial intelligence and rule-based sys- 
tems. A general tnethodology for using goal trees to  build  rule-based systems is 

described.

• Chapter 13 reveals sources o f  uncertain ty  in  ru le-based systems. Fuzzy logic 
and Bayesian reasoning are described as m ethods fo r reasoning abou t uncertain 

in form ation.

• Chapter 14 introđuces in telhgent agents as com puter programs able to assist us 
\vith everyday tasks. A m odel for com bining intelligent agents, data m ining, and 
expert svstems to  solve difficult problem s is described.

Text Supplements

Each сору o f  this book comes \vith the iDA sofrware suite o f  data m ining tools as well as 
several datasets ready for dita mining. Additional supplements are designed specificallv 
for the course instructor.The following is a b rie f description o f  these supplements.

The iDA Softvvare Package

Experiential learning is required to  develop the skills required o f  a data m ining ех- 
p e rt.T h e  iDA software is designed to  give students this needed hands-on experience 
w ith the data m ining process.The iDA software is used in  several chapters to illustrate 
m any im portan t data m ining concepts. C hapters 4, 5, 7, 9, 10 ,11 , and 13 have several 
enđ-o f-chap ter exercises designed for the iDA soft\vare.

iDA consists o f  a preprocessor, a report generator, and three data m ining tools—  
ESX for supervised learning and unsupervised clustering, a neural nerw ork tool for
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creating supervised backpropagation models and unsupervised self-organizing maps, 
and a production rule generator. As iDA is an Excel add-on, the user interface is 
M icrosoft Excel.W c chosc iDA because o fits  flexibihry and ease o f  use.

The iDA Dataset Package

Several đatasets are included w ith  the iDA software. T h c  datasets com e from  three 
general apphcation areas— business, m edicine and health, and science. All datasets are 
in  Excel form at and are ready to  use.

Datasets can be described along several dim ensions, including the num ber o f  data 
instances; the num ber o f  attributes; the am ount o f  missing o r noisy data; w hether data 
attributes are clearly defined; w hether the data is categorical, num eric, o r a com bina- 
tion  o f  both  data types; w hethcr w ell-defined classes exist in the data; \vhether a tim e 
elem ent is im p liđ t in  the data; \vhe thcr the inpu t attributes can differentiate betsveen 
know n classes contained in the data; and w hether input attributes are correlated. As 
these factors affect the  way data m in ing  is perform ed, the  iDA datasets w ere chosen to 
providc variety am ong these dim ensions. T he datasets also serve several general pu r- 
poses. Specifically, rhe datasets

•  Provide the beginning student \vith experim ental data to experience the data m in-
ing process w ithou t requiring the student to  deal w ith  data preprocessing issues.

•  Sho\v the wide range o f  problem  areas and problem  tvpes appropriate for data 
m ining solution.

•  Explain data m in ing  outcoines.

•  Illustrate the kno\vledge discovery process.

•  Recognize that cxpcrim entation  w ith several data m ining techniques may be
necessarv to create a best m odel for a specific dataset.

T h e  follo\ving is a short description o f  the datasets that аге part o f  thc iDA soft- 
ware package.The description includes a short statem ent about one or m ore charac- 
teristics o f  cach dataset.

Business Applications

The Credit Card P rom otion  Dataset. This is a hvpothetical dataset con- 
taining inform ation about credit card holders \vho have accepted o r rejected 
various prom otional offerings. T he dataset is used to illustrate many o f  the 
data m in ing  techniques discussed in the  text.

The Credit Card Screening Dataset. This file contains data about indi- 
viduals w ho have applied for a credit card. T h e  ou tpu t attribute indicates
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vvhether each individuals credit card application was accepted or rejected. 
T h e  inpu t attributes have been changed to  meaningless symbols to  protect 

contidentialin,’ o f  the data.

T he D eer Hunters D ataset. This dataset holds inform ation about deer 
hunters w ho are either vvilling o r unvvilhng to spend m ore for the ir next 
hun tm g trip. Several irrelevant input attributes arc present in the data.

The Stock Index Dataset. T he data is a thne-series representation o f  average 
weekly closing prices for the Nasđaq and the Dovv Jones Industrial Average.

Meciicine and Heaith

T he C ardiology Patient Dataset. This dataset holds m edical inform ation 
about tvvo groups o f  individuals. M em bers o f  the first group have suffered 
o n e  o r m ore heart attacks. M cm bcrs o f  the  second group have n o t experi- 
enced a heart a ttack .T he dataset contains a nice m ix o f  categorical and nu- 

m eric attributes.

T he Spine C linic D ataset. This dataset contains m cdical inform ation 
about inđividuals vvho have had lovver back surgery. Som e o f  these folks 
have re tu rned  to  vvork vvhile others have not. A clear defm ition o f  the mean 
o f  each attribu te is n o t g iven .T hc dataset contains bo th  num eric and cate- 

gorical data.

Science

T he G anim a Ray Burst Dataset. T his dataset contains recorded inform a- 
tion  about individual gam m a-ray bursts. Gamm a гау bursts are b r ic f  gamma 
гау flashes vvhose origins are outside o u r  solar svstem. T he bursts vvere ob- 
served by the Burst And Transient Source E xperim ent (BATSE) aboard 
N A SA ’s C om pton  G am m a R ay O bservatorv betvveen April 1991 and M arch 
1993. A lthough astronom ers agree that classes o f  ganuna гау bursts exists, they 

do  n o t agrec o n  a specific class structure.

T he Landsat Im age D ataset. T h e dataset contains pixels representing a 
digitized satellite im age o f  a portion  o f  the earth ’s surface. Each instance has 
been classified in to  one o f  15 categories. Because o f  the large num ber o f in -  
dividual classes, classification ассигасу is affected by m odel-specific param e- 

te r settings.

The Temperature Dataset. This dataset offers the  norm al average Јапиагу 
m in im um  tem perature in  degrees Fahrenheit for 56 U.S. cities. C ity  latitude 
and longitude values are also provided. All attributes are num eric.
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Miscellaneous

The Titanic Dataset. This datasct contains 2201 instances. Each instance de- 
scribcs attributes o fa n  mdividual passenger or crevv m em ber aboard theTitanic. 
T he output attribute indicates vvhether the passenger o r crevv m em ber surviveđ.

Instructor Supplements

T h e  following supplem ents are provided to help the instructor organize lectures and 
vvrite examinations.

•  PovverPoint slides. Each figurc and tablc in thc tcxt is part o f  a PovvcrPoint 
presentation.

• Test questions. Several test questions are provided for each chapter.

• Ansvvers to selected exercises. Ansvvers are given for most o f  the end-of-chap- 
ter exercises.

• Lesson planner. T he lesson planner contains ideas for lecture form at and points 
for discussion. T h e  planncr also provides suggestions for using selected end-of- 
chapter exercises in  a laboratory setting.

Please notc that these supplements are available to quahfied instructors only. Contact 
уоиг Addison-Wesley sales representativc o r an send c-mail to  Computing@avv.com for 
access to this material.

Suggested Course Outlines

For the  reader interested in the m ost basic unđerstanding about the benefits and lim i- 
tations o f  data m ining, w e suggest the studv o f  Chapters 1 ,2 ,5 , and 6. For a hands-on 
opportunitv , include C hapter 4.

Parts I, II, and III o f  the tex t provide m aterial fo r an in troductory  course in data 
m ining and knovvledge discovrery. Ву including the material in Part IV, the text may 
also be used for a com bined data m in in g /ex p ert systcms course that places cmphasis 
on data m ining and knovvledge discovery. T h c  prerequisite knovvledge required for 
som eone using this text is m inim al. A basic understanding o f spreadshcct operations, 
elem entary statistics, and fundam ental algebra is helpfiil.

C hap ter 1 provides the essential framevvork for C haptcrs 2 through 14. C hapter 2 
offers the necessary background inform ation for Chapters 3 through 11. I f  уои vvish 
to  provide students vvith an im m ediate hands-on  learning experience, C hapter 4 can

mailto:Computing@avv.com
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bc coveređ after C hap tcr 1 is com pleted. O nce  C hapters 2 and 3 have been studied, 
m ost o f  the m aterial in Chapters 4 th rough 7 and 10 through 12 may be covered in 
апу order. C hapter 9 should follosv C hapter 8, and Chapters 13 and 14 should follow 

C hap ter 12.
T he text is appropriate for the unđergraduate M IS o r com pu ter science student.

It can also provide tu torial assistance to r the graduate student w ho  desires a w orking 
know ledge o f  data m ining and know ledge discovery. We beheve that tnost o f  the text 
can be covercd in a single semester. H ere are som e options for structuring a course.

A Basic Data M in in g  Course fo r Undergraduate MIS M ajors o r M inors

C over C hapters 1 th rough 6 in  detail. H owever, Sections 3.3 and 3.4 o f  C hapter 3 
mav be om itted  o r lightly covercd. Spend enough tim e on  C hapter 4 for stuđents to 
feel com fortable w orking vvith the iDA software tools.

I f  your studcnts lack a course in  basic statistics, C hap ter 7 can be excluded or 
lightlv covered. I f  C hapter 7 is skipped, spend additional tim e on  the m aterial in 
Section 2.5 (evaluating perform ance). Students vvith at least onc business statistics 
course should be able to  handle the m aterial in C hapter 7.

Cover C hapter 8 bu t make Section 8.5 an optional section. Spend considerable 
time in  C hap ter 9, w hich shows students hovv to  use the iDA neural net sofrvvare tools.

C hap ter 10 is optional. Students w ith  som e statistics in the ir background vvill find 
hnear and logistic regression as vvell as Bayes classifier to  be o f  interest. For C hapter 
11, all students need sorne exposure to  tim c-series analysis as vvell as W eb-based and 
textual data m ining. Section 11.4 is optional. As tim e perm its, spend a đay o r two talk- 
ing about rule-based systems (C hapter 12).

Ап Undergraduate MIS Course about In te lligent Systems 
That Emphasizes Data M in ing

Follow the data m ining course plan for the M IS undergraduate. Cover all material in 
Chapters 12 through 14. O m it the previously nrentioned optional sections to make tim e 
for the added material. If time permits, supplem ent Chapters 12 through 14 by giving 
students hands-on experience w ith  a sirnple rule-based expert system building tool.

A Basic Data M in in g  Course fo r Undergraduate 
Com puter Science M ajors o r M inors

Cover C hapters 1 th rough 5 in detail. Spend a day or tw o on  the m aterial in C hapter 
6 to  provide students w ith a basic understanding o f  data w arehouse design. C over 
most o f  the inaterial in Chapters 7 th rough  11. I f  tim e is an issue, vou may wish to
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lim it your coverage o f  Sections 10.4, 10.5, and 11.4. Spend апу extra tim e covering 
m aterial in C hapter 12.

For a m ore intense course, the m aterial on  D ecision Tree A ttribute Selection 
(Appendix C) and Statistics for Pcrform ance Evaluation (Appendrx D) can be covered 
as part o f  the regular course.You may w ish to  have students experim ent vvith one or 
m ore o f  the public dom ain data m ining tools dovvnloadable at uww.kdnuggets.com.

Ап Undergraduate Computer Science Course 
about Inte lligent Systems That Emphasizes Data M in ing

Follovv the data m ining course plan for the com puter scicncc undergraduate. In addi- 
tion, cover the m aterial in C hapters 12 through 14. I f  tim e is an issue, vou may vvish to 
cover onlv those sections o f  C hapters 10 and 11 that are o f  special interest. O ne plan 
is to  cover sections 10.1,10.2, and on e  subsection o f  10.4.

If tim e perm its, vou can supplem ent Chapters 12 through 14 by giving students 
hands-on cxperience vvith a rule-based cxpcrt svstem building tool. You may also 
vvish to  have students experim ent vvith one o r m ore o f th e  public dom ain data m ining 
tools downloadable at www.kdmggets.com.

A Data M in ing  Short Course

T he undergraduatc o r  graduate student interested m  quickly developing a w orking 
knovvledge o f  data m ining should devotc tim e to  C hapters 1 ,2 ,4 ,  and 5. A vvorking 
knovvledge o f  neural netvvorks can be obtained th rough  the study o f  C hapter 8 
(Sections 8.1 through 8.4) and C hapter 9.

http://www.kdmggets.com
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Chapter I

Data Mining: A First View

C h a p te r O b je ctive s

► Define data m ining and understand how data m ining can be 
used to solve problems.

► Understand that computers are best at learning concept 
definitions.

► Know vvhen data m ining should be considered as a possible 
problem-solving strategy.

► Understand that expert systems and data m ining use different 
means to accomplish similar goals.

► Understand that supervised learning builds models by 
form ing concept definitions from data containing predefined 
classes.

► Understand that unsupervised clustering builds models from 
data w ithout the aid of predefined classes.

► Recognize that classification models are able to classify new 
data of unknown origin.

► Realize that data m ining has been successfully applied to 
solve problems in several domains.

3



Chapter 1 •  Data Mining: A First View

This chapter offers an in troduction to  the fascinating vvorld o f  data m ining and 
knovvledge discovery. You will lcarn about the basics o f  data m ining and how  data 
m ining has been applied to solve real-w orlđ problems. In Section 1.1 vve provide a de- 
finition o f  data m ining. Section 1.2 discusses how  com puters are best at learning con - 
cept definitions and h o w  concept definitions can be transform ed in to  useful patterns. 
Section 1.3 offers guidance in understanding the types o f  problem s that may be ap- 
propria te  fo r data m ining. In Section 1.4 vve in troduce expert svstems and explain 
hovv expert systems bu ild  models by extracting problem -solving knovvledge from one 
or m ore hum an experts. In Section 1.5 vve offer a simple process m odel for data m in- 
ing. Section 1.6 explores vvhv using a simple table search may n o t be an appropriate 
data m ining strategy. In Section 1.7 we detail several data m ining applications. We 
conclude this chapter, as vvell as all chapters in this book, vvith a short sutninarv, ксу 
term  definitions, and a set o f  exercises. Let’s get started!

Data Mining: A Definition

We define data m in in g  as the process o f  em ploying one o r  ntore com puter learning 
techniques to  autom atically analyze and extract knovvledge from  data contained 
vvithin a database.The purpose o f a  data m ining session is to  identify trends and pat- 
tcrns in data. R ay  Kurzvvell.“ the father o f  voice-recognition softvvare’’ and designer o f  
the Kurzvvell kevboard, recently stated that 98% o f  all hum an learning is “pattern 

recognition."
T h e  know ledge gained from  a data m ining session is givcn as a m odel or general- 

ization o f  the data. Several data m in ing  techniques exist. H ow ever, all data m ining 
m ethods use induction-based learning. Induction-based learning is the process o f  
form ing general concept definitions by observing specific examples o f  concepts to be 
learned. H ere are three examples o f  knovvdedge gained th rough the process o f  induc- 

tion-based learning:

•  D id you ever w onder w hy so many televised go lf tournam ents are sponsored by 
onfine brokerage firms such as Charles Schvvab and ТГ) W aterhouse? A prim ary 
reason is that over 70% o f  all online investors are males over the age o f  40 w ho 
plav golf. In addition, 60% o f  all stock investors are golfers.

•  D oes it make sense for a music с о т р ап у  to  advertise rap music in magazines for 
senior citizens? It does vvhen vou learn that senior citizens often purchase rap 

m usic to r their teenage grandchildren.

•  D id  you knovv that credit card com panies can often suspect a stolen credit card, 
even if  the card holder is unavvare o f  the theft? M anv credit card com panies store 
a generalized m odel o f  your credit card purchasing hab its .T he  m odcl alerts the
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credit card с о т р а п у  o f  a possible stolen card as soon as som eonc attem pts a trans- 
action that does not fit vour general purchasing profile.

These three examples make it easy for us to  see w hy data m in ing  is fast becom ing 
a prcferred technique for extracting useful know ledge from data. Later in this chapter 
and throughout the text you vvill see additional examples o f  hovv data m ining has 
been apphed to  solve real-vvorld probleins.

K nowledge D iscovery in Databases (K D D ) is a te rm  frequently used in tc r- 
changeablv vvith data m ining. Technically, K D D  is the apphcation o f  the scientific 
m ethod  to data m ining. In addition to  perform ing data m ining, a tvpical K D D  process 
m odel mcluđes a m ethodology for extracting and preparing data as vvell as m aking de- 
cisions about actions to bc taken once data m ining has taken p lace.W hen a particular 
application involves the analysis o f  large volumes o f  data stored in  scveral locations, 
data extraction and preparation becom e the rnost tim e-consum ing parts o f  the discov- 
егу process. As data m ining has becorne a popular nam e for the broader term , vve do 
n o t concern ourselves vvith clearlv discrim inating betvveen data m ining and KDD. 
However, vve do recognize the d istinction and  have devoted C hap ter 5 to detailing 
the steps o f  tvvo popular K D D  process models.

' „ r л
1.2 What Can Computers Learn?

As the đcfinition imphes, data m in ing  is about learning. Learning is a com plex 
process. Four levels o f  learning can bc differcntiated (M erril andTennyson, 1977):

• Facts. A fact is a simple statem em _of tru th .

•  Concepts. A concept is a set o f  objects. svmbols. o r ev7ents grouped together be- 
cause thev share certain characteristics.

•  Procedures. A procedure is a^step-bv-step course o f  action to  achieve a goal.W e 
use procedures in  our everyday functioning as vvell as in the solution o f  difficult 
problems.

•  Principles. Principles represent the highest level o f  learning. Principles are gen- 
eral truths or4avvsjth.u are basic to  o ther truths.

C om puters are good at learning concepts. C oncepts arc the o u tp u t o f  a data rnin- 
in g  session. T h e  data m ining too l dictates the fornr o f  learned concepts. C om m on 
concept structures include trees, rules, netvvorks, and m athem atical cquations. Tree 
structures and production  rules are easy for hum ans to  in terpret and understand. 
Netvvorks and mathem atical equations are black-box concept structures in that the 
knovvledge they contain  is no t easily understood. We vvill exam ine these and other
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data n iin ing  structures th roughout the text. First, \ve take a look at thrce com m on 

concept views.

Three ConceptVievvs

Concepts can be viewed from  different perspectives. An understanding o f  each view  
vvill help you categorize the data m ining techniques discussed in  this text. Let’s takc a 

m om ent to  define and illustrate each view.
T h e  classical v iew  attests that all concepts have defm ite defming properties. 

These properties determ ine i f  an inđividual item  is an exam ple o f  a particular co n - 
cep t.T he classical view  definition o f  a conccpt is crisp and leaves no  room  for m isin- 
terpretation .T his view supports all examples o f  a particular concept as being equally 
representative o f  the concept. H ere is a rule that employs a classical vievv definition o f  

a good credit risk for an unsecured loan:

IF Annual Income >= 30,000 
& Years at Current Position >=5 
& Owns Home = True 
THEN G ood Credit Risk = True

T he classical view  states that all three rulc conditions m ust be rnet for the applicant to  

be considered a good credit risk.
T h e  probabihstic and exem plar vievvs are similar in that neither requires concept 

representations to  have definm g properties.T he probabilistic v iew  holds that con- 
cepts are represented by propertics that are probable o f  concept members. T h e  as- 
sum ption is that people store and recall concepts as generalizations created from  
individual exem plar (instance) observations. A probabilistic view definition o f  a good 

credit risk m ight look  like this:

•  T h e  (mean annual incom e for individuals vvho consistcntlv make loan paym ents 

on  titne is $30,000.

рапу for at least five years.

•  T h e  tiiaj^riry) o f  good credit risks ovvn the ir ovvn hom e.

This definition offers general guidelines about the characteristics representative o f  
a good  crcdtt risk. Unlike the  classical vievv definition, this definition cannot be d i- 
recdy apphed to  achieve an ansvver about vvhether a specific person should be given 
an unsecured loan. Hovvever, the đcfinition can be used to  help vvith the decision- 
m aking process.The probabilistic vievv may also associate a probability o f  m em bership

1.2 •  What Сап Computers Leam? 7

w ith  a specific classification. For exam ple, a hom eow ner vvith an annual incom e o f  
$27,000 em ployed at the same position for four years m ight be classified as a good  
crcdit risk vvith a probability o f  0.85.

T he exem plar view  states that a given instance is determ ined to  be an example 
o f  a particular concept if  the instance is similar enough  to a^set o fh n e  o r  m ore knovvn 
exam ples o f  the concept. T he vievv attests that people store and recall likely concept 
exemplars that are then used to  classify ncvv instances. C onsider the loan apphcant de- 
scribcd in the previous paragraph. T h e  applicant vvould be classified as a good credit 
risk if  the apphcant were siinilar enough to one or m ore o f  the stored instances repre- 
senting good credit risk canđidates. H ere is a possible list o f  exemplars considered to  
be good  credit risks:

•  E x e m p la r# l:
Annual lncome = 32,000
Number o f Years at Current Position =  6
Homeoumer

•  Exem plar #2 :
Annual Income = 52,000
Number o f Years at Current Position =  16
Renter

•  Exem plar #3 :
Annual Income = 28,000
Number o f Years at Current Position = 1 2
Homeoumer

As vvith the probabilistic view, the exem plar vievv can associate a probability o f  con - 
cept m em bership vvith each classification.

As vve have seen, concepLs can be studied from at least three points o f  view. In ad- 
dition , concept defmitions can be form ed in several ways. Supervised learning is prob- 
ably the best understood concept learning m ethod  and the rnost widely used 
technique for data m ining.W e in troduce supervised learning in the next section.

 -
Supervised Learning

W h en  we are young, we use induction  to fo rm  basic concept definitions. W e see in - 
stances o f  concepts representing anhnals, plants, building structures, and the like. We 
hear the labels given to indiviđual instances and choose w hat w e believe to be the 
defining concept features (attributes) and form  our ow n classification models. Later, 
we use the models we have developed to  help us identify objects o f  similar structure.



r  T ~T he nam e for this суре o f  learning is induction-based supervised concept learning o r

just supervised learning.
T he purpose o f  supervised learnm g is tvvo-fold. First, w e use su p em sed  learning 

to build classification models frotn sets o f  data containing examples and nonexam ples 
o f  the concepts to  be learned. Each exam ple o r  nonexam ple is know n as an instance 
o f  data. Second, once a classification m odel has been constructed. the m odel is uscd to 
determ ine the classification o f  new ly presented instances o f  unknow n origin. It is 
w orth  no ting  that, although  m odel creation is inductive, applving the m odel to  classify 
new  instances o f  unknow n orig in  is a deductive process.

To m ore clearlv illustrate the idea o f  superviseđ learning, consider the hypotheti- 
cal dataset show n in Table 1.1. T h e  datasct is very  smaU and  is relevant for illustrative 
purposes on lv .T he table data is displaved in attribute-value form at w here the first 
row shows natnes for the attributcs w hose values are contained in the table. T he at- 
tributes sore throat, fever, sivolleti glands, congestion, and headache are possible symptoms 
experienced by individuals w ho have a particular affliction (a strep throat, a cold. or an 
aUergy).These attributes arc know n as input attributes and are used to  create a m odcl 
to  represent the data. Diagnosis is the attribu te w hose value w e wish to  predict. 
Diagttosis is know n as the class o r output attribute.

Starting w ith  the second row o f  the table, each rem aining row  is an instance o f  
data. An individual row  shows the svm ptom s and  affliction o f  a single patient. For ех- 
ample, the patient w ith  1L) =  1 has a sore throat, fever, svvollen glands, congestion, and 
a headache.T he paden t has been diagnosed as having strep throat.
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Table 1.1 • H ypothetical Tra in in g  Data for Disease D iagnosis

Patient
ID#

Sore
Throat Fever

Svvollen
Glands Congestion Headache Diagnosis

1 Yes Yes Yes Yes Yes Strep throat

2 No No No Yes Yes Allergy

3 Yes Yes No Yes No Cold

4 Yes No Yes No No Strep throat

5 No Yes No Yes No Cold

6 No No No Yes No Allergy

7 No No Yes No No Strep throat

8 Yes No No Yes Yes Allergy

9 No Yes No Yes Yes Cold

10 Yes Yes No Yes Yes Cold
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u e v c io p  a generanzea m oaei to  represent the data show n in 
Table 1.1. Even though  this dataset is smaU, it w ould be difficult for us to  dcvelop a 
gencral representation unless w e knew  som eth ing  abou t the relative im portance o f  
the individual attributes and possible relationships am ong the attributes. Fortunatcly, 
an appropriate supervised lcarning algorithm  can do the w ork for us.

tpiJL/OD■y/V. >Ч<ла Л Л Л
с Г  .

Supervised Learning: A DecisionTree Example

W e presented the data in Table 1.1 to  C 4.5  J(Quinlan. 19931. a supervised learning 
program  that generalizcs a set o f  inpu t mSfances by building a decision tree. A deci- 
sion tree is a sim ple structure vvhere nonterm inal nodes represent tests on one or 
m ore attributes and term inal nodes reflect decision outcom es. D ccision trees have 
scveral advantages in  that they arc casv for us to  understand, can be transform ed into 
rulcs, and have been shovvn to vvork vvell experimentally. A supervised algorithm  for 
creating a decision tree vvill bc detailed in  C hap ter 3.

Figure 1.1 shovvs the decision tree created from the data in  Table 1.1. T he deci- 
sion tree generalizcs the table data. Specifically,

Figure 1.1 • A  decision tree for the data in Table 1.1

Diagnosis = АНегду Diagnosis = Cold
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•  If  a patient has svvollcn glands, the diagnosis is strcp throat.

•  lf  a patient does no t have svvollen glands and has a fever, the diagnosis is a cold.

•  If  a patient does n o t have svvollen glands and does n o t have a fever, the diagnosis is 

an allergy.

T he decision tree tells us that vve can accurately diagnose a patient in  this dataset 
by concern ing  ourselves only w ith  w hether the patient has svvollen glands and a fever. 
T he attributes sore throat, congestion, and headache do no t plav a role in determ ining  a

1 diagnosis. As we can see, the decision tree has generali/ed  the data aqd provided us
w ith  a sum m arv o f  those attributes and attribute rclationships im portant for an accu- 

rate diagnosis.
T h e  instances used to  create the decision trec m odel are knovvn as training data. 

At this point, the training instances are the only instances knovvn to be correctly clas- 
sified by the m odel. Hovvever, ou r m odel is useful to the extent that it can correctly 
classify nevv instances vvhose classificadon is n o t knovvn. To determ ine hovv well the 
m odel is able to  be o f  general use vve test the ассигасу o f  the m odcl using a test set. 
T h e mstances o f  thc  test set have a know n classification. Therefore we can com pare 
the test set instance classificadons determ ined by the m odel vvith the correct classifica- 
tion values. Test set classification correctness gives us som e indication about the futurc

perform ance o f  the m odel.
Let’s use the decision tree to  classify the first tvvo instances show n inTable 1.2.

•  Since the padent vvith ID =  11 has a value o f  Yes for sivollen glands, we follow the 
right link from  the root node o f  the decision tree .T he right link leads to a te rm i- 
nal node, indicating the patient has strep throat.

•  T h e  patient w ith  11) = 1 2  has a value o f  N o for sivollen glands. We follovv the left 
link and check the value o f  the attribute fever. Since fever equals Yes, vve diagnosc 

the patient vvith a cold.

Table 1.2 • Data Instances w ith  an U n k n o w n  Classification

Patient Sore Svvollen

ID# Throat Fever Clands Congestion Headache Diagnosis

11 No No Yes Yes Yes 7

_ 12 Yes Yes No No Yes 7

13 No No No No Yes ?
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We can translate апу decision tree into a set o f  production rules. Producrion 
rules are rules o f  the form:

IF antecedent conditions
TH E N  consequent conditions

T h e  antecedent conditions đetail values o r  valuc ranges for one o r  m ore inpu t 
a ttribu tes .T he consequent conditions specify the values o r  value ranges for the o u t-  
p u t attributes. T h e  technique for m apping a decision trce to  a set o f  p roduction  
rules is simple. A ru le is created by starting at thc roo t node and follovving one path 
o f  the tree to  a leaf node. T h e  an teceden t o f  a rulc is given by the a ttribu te  value 
com binations seen along the p a th .T h e  consequent o f  the corresponding  rule is the 
value at the leaf nodc. H ere are the th ree p roduction  rules for the decision tree 
show n in Fig. 1.1:

1. IF Sivollen Glands = Yes 
TH EN  Diagnosis = Strep Throat

2. IF Sivollen Glands = No  & Fever =  Yes 
TH EN  Diagnosis = Cold

3. IF Sivollett Glands = No & Fever =  No  
TH EN  Diagttosis = Allergy

Lets use the production rules to  classify the table instance vvith patient II) =  13. 
Because stvollen glands equals No, we pass over the first rule. Likevvise, bccause fever 
equals No, the seconđ rule does n o t apply. Finallv, bo th  antecedent condirions for the 
third rule are sarisfied.Therefore vve are able to  applv the third rulc and diagnose the 
patient as having an allergy.

Unsupervised Clustering

U nlike supervised learning, unsupervised clustering builds m odels from  data w ith - 
o u t predefined classes. Data instances arc grouped together based o n  a similarity 
schcm e defined by the clustering system .W ith  the help o f  one o r several evaluation 
techniques, it is up to  us to decide the m eaning o f  the form ed clusters.

To further distinguish betvveen supervised learning and unsupervised clustering, 
consider the hvpothetical data in  Table 1.3. T h e  table providcs a sam phng o f  infor- 
m ation  about five custom ers m ain ta in ing  a brokerage account vvith Асше Investors 
Inco rpo ra ted .T hc attributes customer ID, sex, age,favorite recreation, and incotne are self- 
explanatory. Accouttt type indicates vvhether the accoun t is held by a singlc person
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Table 1.3 •  A cm e Investors Incorporated

Customer
ID

Account
Туре

Margin
Account

Transaction
Method

Trades/
Month Sex Age

Favorite
Recreation

Annual
Income

1005 Joint No Online 12.5 F 30-39 Tennis 40-59K

1013 Custodial No Broker 0.5 F 50-59 Skiing 80-99K

1245 Joint No Online 3.6 M 20-29 Golf 20-39K

2110 Individual Ves Broker 22.3 M 30-39 Fishing 40-59K

1001 Individual Yes Online 5.0 м 40-49 Golf 60-79K

(individual account), tw o o r  inorc persons (jo in t account), o r by a person  o r institu- 
tion under a safe-keeping agreem ent on behalf o f  one o r m ore m dividuals (custodial 
account). Transaction method tells us vvhether the purchase and sale o f  stock is m ade 
online o r th rough a broker. Tradcs/month indicates the average num ber o f  stock 
transactions per m onth . Finallv, l f  the account is a jnargitt account, the custom er is al- 
lovved to  borrovv cash from  th e  investm ent f irin  to  purchase nevv securities.

Suppose w e vvish to  use data m ining togethcr w ith the brokerage data to gain in - 
sight abou t possible patterns in the database. In  so doing, w e m ight ask the follovving 

four questions:

1. C an  I đevelop a gencral profile o f  an online investor? If so. vvhat characteris- 
tics distinguish online investors from  investors that use a broker?

2. C an  I dcterm ine if  a nevv custom er w ho  does n o t initiallv open a m argin ac-
co u n t is likely to  do so in the future?

3. C an  I build a m odcl able to  accurately predict the average num ber o f  trades

per m on th  for a new  investor?

4. W hat characteristics differentiate female and male invcstors?

Each question is a candidate for supervised data m ining bccause each question 
clearlv offers an attribu te vvhose values rcpresent a set o f  predefm ed o u tp u t classes. For 
question 1, the o u tp u t attribute is transaction method.T he ou tpu t attribute for question 
2 is margin account. T h e  ou tpu t attribute for question 3 is given as trades/month, and the 
o u tpu t attribu te for question 4 is sex. T h e  ansvvers to each o f  these questions can be 
used to develop advertising campaigns for new  custom ers as vvell as m arketing strate- 

gies for existing custom ers.
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Alternatively, we can ask one or m ore general questions about the data. Flere are 
tw o candidate questions for unsupervised clustering:

1. W hat attribute similarities group custom ers ofA cm e Investors together?

2. W hat differences in attribute values segm ent the custom er database?

М апу unsupervised clustering  systems require us to  provide an in itial best esti- 
m ate about the total num ber o f  elusters in the data. O th e r  clustering systems use an 
algorithm  in an attem pt to d eterm ine a best num ber o f  clusters. In either case a 
clustering svstem vvill a ttem pt to  g ro u p  instances in to  clusters o f  significant in terest. 
Let’s assume that we have presented  the A cm e Investors data to  an unsupervised 
clustering m odel and three clusters w ere form ed. H ere  is a representative ru le from  
each cluster:

IF Margin A ccoun t-  
THEN Cluster = 1

ijr/  6 '■'<* F. 

с Ж ^ -t o l  j

§"3°=- i

j *\

_ ^ g g ^ ra c y  = О.врј1 coverage = 0.50}

Ves & Age = 2 0 -2 9  & A nnual Income = 40-59K

 0 JL  } W ' (  (L&cc-AiV ^

IF A ccountT ype = Custodial & Favorite Recreation = Skiing
& Annual Incom e = 80-90K
THEN Cluster = 2
(ассигасу = 0.95, coverage = 0.35}

IF A ccount Туре = Joint & Trades/Month > 5
& Transaction M ethod  = O nline
THEN Cluster = 3
(ассигасу = 0.82, coverage = 0.65}

Decimal values for rule accuracv and coverage are stated after the consequent 
condition  for each rule. These values give im portan t inform ation abou t rule confi- 
dence and rule significance. T h e  rule for cluster 1 shows an ассигасу o f  0.80. Stated 
another way, the rule vvill be erroneous in 20% o f  the cases w here the antecedent 
conditions have been m et. T h e  cluster 1 rule coverage score indicates that 50% o f  all 
instances in  the cluster satisfv the antecedent conditions o f  the rule.

T h e ~Tine~forćhisteiLj.\is n o t a surprise, as we expect vounger investors vvith a 
reasonable m com e to  take a less conservarive apprnarh  rrv-jnvpcripg ln  addition, the 
ru le  for cluster 3 is n o t likelv to  be a new  discoverv. Hovvever, the ru le for cluster 2 
cou ld  be unexpected  and therefore u se lu l.T h e  A cm e Investors C orp o ra tio n  m ight
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take advantage o f  this knovvledge by investing som e o f  th e ir  advertising т о п е у  in  
ski magazines vvith the ads p ro m o tin g  custodial accounts for childrcn  a n d /o r  

grandchildren .
T h e  simple examples above help illustrate the basic concepts surrounding super- 

vised learning and unsupervised clustering. T h e  m orc difficult tasks such as defining a 
suitable problem  to solve, preparing the data, choosing a data m ining strategy, and 
evaluating perforniancc are topics addressed in the rcm aining chapters o f  the tex t.T he 
next section offers guidelines to  help us determ inc w hen data m ining is an appropri- 

ate problem -solving strategy.

Is Data Mining Appropriate for Му Problem?

M aking decisions abou t w hether to  use data m in ing  as a problem -solving strategy for 
a particular problem  is a difficult task. As a starting point, w e offer four general ques- 

tions to  consider:

1. C an  we clearly define the problem?

2. D oes potentially meaningful data exist?

3. Does the data contain h idden know ledge or is the data factual and uscful for 
reporting  purposes only?

4. W ill the cost o f  processing the data be lcss than thc likely increase in profit seen 
by applving anv potential knowledge gained from  the data m ining project?

T h e  first tw o questions as well as the fourth  cannot bc addresscd properly in a fcvv 
sentences. T h e  tools to  help us answer these questions for a particular problem  аге 
provided th roughou t the chapters o f  this text. However, you can gain insight on how  
to ansvver the third question w ith  a few simple exam plcs.W e begin by differentiating 

bervveen four types o f  knowledge.

Data Mining or Data Query?

Four general tvpes o f  knovvledge can be defined to help us determ ine w hen  data m in - 

ing should be considered.

• Shallovv knovvledge is factual in nature. Shallovv knovvledge can be easily stored 
and m anipulated in a database. Database query  languages such as SQL are excel- 
lent tools for extracting  shallovv knovvledge from data.
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• M ultidim ensional know ledge is also factual. However, in this case data is
stored in a m ultidim ensional form at. O n -lin e  Analytical Processing (OLAP) tools 
are uscd on m ulddim ensional data.

•  H idden know ledge represents patterns o r  regularities in data that cannot be 
easily found using a database query language such as SQL. Hovvever, data m ining 
algorithm s can find such patterns w ith  easc.

• D eep  know ledge is knovvledge stored in  a database that can only be found i f  we 
are given sonie direction about w hat we are looking for. C u rren t data m ining 
tools are not able to  locate deep knowledge.

Database query languages and O LA P tools arc verv good at fm ding and reporring 
inform ation vvithin a database vvhen w e know  exactly vvhat vve are looking for. 
Database queries can easily bc vvritten to extract the follovving inform ation:

•  A list o f  aU Acm e D epartm cnt Store custom ers w ho used a credit card to buy a
gas griU.

•  A list o f  aU employees over thc age o f  40  vvho have averaged five o r  fevver sick 
davs per уеаг.

•  A list o f  aU paticnts w ho have had at least one heart attack and vvhose blood cho- 
lesterol is belovv 200.

•  A hst o f  aU crcdit card holders vvho uscd the ir crcdit card to  purchase m ore than
S300 m  groceries during the m onth  o f  Јапиагу.

T he ou tput o f  these queries could verv weU provide valuablc inform ation to h d p  
make future decisions. Data m ining takes us one step further in that it provides us 
vvith potentially useful inform ation even w hen  w e only have a vague idea about vvhat 
we are looking for.W hat is even m ore exciting is that data m ining gives us the ability 
to find ansvvers to questions vvc never though t about asking!

H ere are a few sirnple cxamples ofvvhat data m ining can do:

•  Develop a general profile for credit card custom ers w ho  take advantage o f  pro- 
m otions offered vvith their credit card billing

•  Differentiate individuals vvho are poo r crcdit risks frorn those vvho are likelv to 
make their loan payments on  tinie

•  Classify faint objects found vvithin skv image data

•  D eterm ine vvhen a paticnt is likely to  re tu rn  to w ork  after m ajor back surgery
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Database query  may be able to  help us \vith the above examples, bu t our chances 
o f  success are slim. W ith  data m ining, i f  the data contains inform ation o f  potential 
value, vve are likely to  succeed in  o u r etTorts.The next section ofFers a specific е х а т -  
ple to  help make the distinction betvveen data m ining and data query clear.

Data Mining vs. Data Query: An Example

Lets take a look at a specific exam ple to  help us determ ine w hen  data m ining is an 
appropriate problem -solving strategy. O nce again, consider the hvpothctical data in 
Table 1.1. As m entioned earlier, this data contains inform ation about individual pa- 
tients, their sym ptom s, and a corresponding afHiction. As the dataset is small, it seems 
almost trivial to  considcr exam ining the individual instances for patterns. If you like, 
use vour im agination to  envision a m uch  larger dataset w ith  thousands o f  records and

several additional attributes.
As a first step, vve can state a general hypothesis about vvhat we hope to find in 

the dataset. A hypothesis is an educated guess about w hat vve believe to  be true for 
som e o r  all o f  the data. For ou r dataset vve tn igh t state a general hvpothesis as

Otie or more o f ihe attributes in the dataset are relevaut in accurately differentiating 
between ittdividuals udio liave strep throat, a cold, or an allergic reaction.

Suppose that through personal experience vve have some adđitional insight ind i- 
cating that svvollen glands are param ount in predicting strep throat.T herefore we state 

a second hvpothesis as

Sivolleii glands are necessarg and sufficient fo r  strep throat.

W e pose tvvo table queries to  test this hvpothesis:

1. List all patients vvith Diagnosis =  Strep Throat and Sivollen Glands =  No.

2. List all patients w ith Diagnosis =  Cold o r Diagtiosis =  Allergy and Sivollett 

Glands =  Yes.

T h e  result o f  the first query  is an em pty  table.Thercfore we conclude that swollen 
glands are a necessary condition for strep throat. T hat is, all patients vvith strep throat 
also have swollen glands. T h e  result o f  the second query  is also an em pty table. This 
tells us that апу patient vvho does no t have strep throat does n o t have swollen glands. 
C om bin ing  the results o f  the tvvo queries vve conclude that swollen glands are a nec- 
essary and sufficient condition  for strep throat. We form  the general rule:
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1F Sivollen Glands —Yes 
THEN Diagnosis =  StrepThroat

O u r next step is to  determ ine a rule o r set o f  rules to differentiatc patients vvith 
colds from paticnts w ith  allcrgies. O nce  again w e fo rm  a hvpothesis about vvhat vve 
believe to be true and test the hypothesis by perform ing one o r т о г е  table queries. 
T h e  process vve are describing is som etim es referred to as rn a n u a l d a ta  m in in g . We 
pose queries and m aintain control o f  the search for patterns in  data. We vvill be effec- 
tive to the extent that we alreadv almost knovv w hat vve are looking for. If the dataset 
is small, and if  wc have a wealth o f  know ledge about the attributes and the attribute 
relationships in the data, this approach is appropriate. However, under conditions 
o ther than these, ou r chances o f  succcss are lim ited.

1.4 Expert Systems or Data Mining?

T here  are times vvhen a data m in ing  or data query  approach to  problem  solving is n o t 
feasible. A n obvious scenario is апу situation vvhere quality data is lacking. W hen data 
m ining is not a viable choice, o ther options т а у  be available that allovv us to build 
useful decision-m aking models. O n e  possibility is to  locate one o r  inore hum an be- 
ings w ho are able to  find solutions to  the problems we are interested in solving.

Individuals vvho have the ability to  solve problems in one o r m ore difficult prob- 
lem  dom ains are often  referred to  as experts in  their field. Examples include medical 
doctors w ho are able to  quickly diagnose disease, business executives w ho аге able to 
make tim ely decisions, and counselors vvho are good at hclping us w ith  our personal 
problems. Experts learn their skills by vvay o f  education and experience. Experience 
over a period o f  several years helps experts develop skills that enable them  to solve 
problem s quickly and efficiently.

C om pu ter scientists dev'elop com puter program s called expert system s that can 
em ulate the problem -solving skills o f  hum an experts in specific problem  dom ains.The 
w ord em ulate means to “act like."To em ulate a hum an expert vvith a com puter pro- 
gram  means that the  program  m ust solve problem s using m ethods similar to those 
em ployed by the expert. As vve are far ffoin understanding the vvorkings o f  the human 
brain, these progranrs concentrate on  em ulating the know ledge o f  hum an experts 
rather than their nrethods o f  applying knovvledge to  specific problem  situations. 
Because hum an experts often use rules to  describe w hat they know, most expert sys- 
terns incorporate rules as a main m edium  for storing  knovvledge.

Figure 1.2 uses o u r hvpothetical dom ain for disease diagnosis to compare the 
problem -solving nrethodologies o f  data m ining and expert systenrs. T he data nrining 
approach uses the data inTable 1.1 together vvith a data nrining tool to create a rule for
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Figure 1.2 • Data m in in g  vs. expert system s

If S w o lle n  G la n d s  =  Y es 
T h e n  D ia gn o s is  = S tre p  Th ro a t

diagnosing strep throat. In contrast, the expert systems approach employs hum an beings 
rather than data.T he process involves at least t\so  individuals— an expert and a k n o v l-  
edge engineer. A k n o v led g e  engineer is a person trained to intcract v i th  an expert 
in order to capture their knovvledge. O nce  captured, the knovvledge engineer uses one 
o r  m ore autom ated tools to  create a com puter m odel o f  the n e v  knovledge. For the 
example shovvn in Fig. 1.2, the hum an expert is likely a medical doctor. N otice the 
m odel describing the knovvledge extracted frorn the hum an expert is identical to  the 
m odel built vvith the data m ining proccss. In Part IV o f  your text you vvill see hovv сх- 
pert systems and data m ining can be collectively applied to  solve difficult problems.

1.5 A  S im ple Data M in in g  Process M o d e l
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In a broad sense, w e can define data m ining as a four-step process.To perform  a data 
m ining session we:

1. Assemble a collection o f  data to  analyze

2. Present these data to a data m ining softvvare program

3. Interpret the results

4. Apply the results to a new  problem  or situation

Figure 1.3 offers a pictorial diagram  o f  a simple data m ining process ntodel that 
incorporates this four-step approach.W e vv'ill use Fig. 1.3 to  help us describe each step 
o f  the data m ining process.

Assembling the Data

Data m in ing  requires access to  data. T h e  data may be represented as volum es o f  
records in several database files o r the data tnay contain only a few hundred records in 
a single file. A co n n n o n  m isconception is that in order to  build an effective m odel a 
data m ining algorithm  must be presented w ith  thousands or millions o f  instances. In 
fact, m ost data m ining tools vvork best w ith a few  hundred  or a fevv thousand perti- 
n en t records.Therefore once a problem  has been defined, a first step in the data m in- 
ing process is to extract o r assemble a relevant subsct o f  data for processing. Мапу

Figure 1.3 • A simple data mining process model
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times this first step requires a great am ount o f  hum an tim e and effort. T here are are 
three com m on \vays to  access data for data m ining:

1. Data can be accessed fiom  a data vvarehouse.

2. Data can be accessed from  a relational database.

3. Data can be accessed from  a flat file o r spreadsheet.

The Data VVarehouse

A com m on scenario for data assemblv shovvs data orig inating  in one or m ore opera- 
tional databases. O perational databases are transaction-based and frequently de- 
signed using the relational database m odel. A n operational database fixed on the 
rclational rnodel w ill contain several norm alized tables.The tables have been norm al- 
ized to reduce redundancv and prom ote quick access to  individual records. For ехапг- 
ple, a specific custom er m ight have data appearing in several relational tables vvhere 
each table vievvs the custom er from  a different perspcctive.

Figure 1.3 showrs data being transferred from  the operational envirom nent to a data 
warehouse. T h e data vvarehouse is a historical database designed for decision support 
rather than transaction processing (Kimball et al„ 1998).Thus only data useful for decision 
support is extracted from the operational environm ent and entered into the vvarehouse 
database. Data transfer from the operational database to the vvarehouse is an ongoing 
process usually accomplished on a dailv basis after the close o f  the regular business day. 
Before each data item  enters the warehouse, the itetn is tim e-stamped, transformed as 
necessary, and checked for errors. T he transfer process can be complex, especiallv vvhen 
several operational databases are involved. O nce entercd, the records in the data vvare- 
house becoine read-only and are subject to change onlv under special conditions.

A data vvarehouse stores all data relating to  the same subject (such as a customer) 
in the same table.This distinguishes the data vv’arehouse from  an operational database, 
vvhich stores inform ation so as to  optim ize transaction processing. Because the data 
warehouse is subject-oriented  rather than transaction-oricnted , the data vvill contain 
redundancies. It is the redundancv stored in a data vvarehouse that is used by data m in - 
ing algoritHms to develop patterns representing discovered knovvledge. C hapter 6 dis- 
cusses the data vvarehouse, the relational database m odel, and o n -hne  analvtical 
processing in m ore detail. As C hapter 6 is self-contained, it can be read апу tim e you 
vvish to learn m ore about these topics.

Relational Databases and Flat Files

Figure 1.3 shovvs that ifa  data vvarehouse does not exist,you can make use o fa  database 
query language such as SQL to vvrite one or m ore qucries to create a table suitable for
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data m ining.W hether data i s  bcing extracted for m ining from the data vvarehouse or the 
data extraction is via a query language, vou vvill probablv need a utility program  to con- 
vert cxtracted data to the form at requircd by the chosen data m ining tool. Finallv, if  a 
databasc structure to storc the data has not becn designed, and the am ount o f  collected 
data is minimal, the data vvill likelv be stored in  a flat file o r spreadsheet.Table 1.1 is rcp- 
resentative o f  a flat-file form at appropriate for т а п у  data m ining tools.

Mining the Data

Figure 1.3 shovvs that the next phase o f  the data m ining piocess is to m ine the data. 
Hovvever, prior to giving the data to a data m ining tool, vve have several choices to make.

1. Should learning be supervised or unsupervised?

2. W hich instances in the assembled data vvill be used tor build ing the model 
and vvhich instances vvill tcst the rnodel?

3. W hich attributes vvill be selected trom  the list o f  av’ailable attributes?

4. Data m ining tools require the user to specify one o r m ore learning param e- 
ters. W hat param eter settings should be used to build a m odcl to  best repre- 
sent thc data?

In C hapter 5, we vvill provide vou vvith several tools to help you ansvver each o f  these 
questions.

Interpreting the Results

R esult in terprctation requires us to exam ine the ou tpu t o f  our data m in ing  tool to  
d eternunc if  vvhat has been discovered is bo th  useful and interesting. Figure 1.3 shovvs 
that l f  the results are less than optim al vve can repeat the data m ining step using new  
attributcs an d /o r  instances. Altcrnativelv, vve т а у  decide to  return to  the data vvare- 
house and repeat the tlata extraction process. Chapters 2 and 7 exam ine several tech- 
niques to help us make decisions about vvhether a specific model is usefi.il.

Result Application

O u r ultimate goal is to  apply vvhat has been discovcred to nevv situations. Suppose 
through the process o f  a tLata m ining market analysis vve find that product X  is almost al- 
\vays purchased vvith productY. A  classic example o f  tliis is the discoverv that an unusually 
high pcrcentage o f  people vvho purchase baby diapers on Thursday also purchase beer. 
An initial surprise reaction to this finding makes sensc vvhen wc rcalize that couples vvith



Chapter 1 •  Data Mining: A First View

a voung baby at hom c аге not likelv to go ou t on Friday or Saturdav night but instead 
prcter to епјоу the veeekend by relaxing at honie. A market analyst can take advantage o f  
this finding by m aking bcer an obvious display item for customcrs buying diapers. In 
Section 1.7 \ve offer several examples o f  how  data m ining has been successfiillv applicd.

Why Not Simple Search?

Data m in ing  is used to build generalized m odels to represent unstructured data. For 
classification problem s we m ight consider an altcrnative approach. Specificallv,

•  Create a classification table containing all data itenis whose classification is know n.

•  For each new  instance we wish to  classify:

■ Com pute a score representing the similarity o f  each table item to the new instance
■ Give the n ew  instance the  same classification as th e  table item  to  w hich  it is 

most siinilar
■ Add the ncw ly classified instance to the table o f  know n instances

This approach is called the nearest neighbor classification m ethod.A s we can 
see, the approach stores instances rather than a generalized m odel o f  the data. T here  
arc at least three problem s w ith this approach. First, com putation  times will be a prob- 
lem  w hen the classification table contains thousands o r millions o f  records. Second, 
the approach has n o  way o f  differentiating betw een relevant and irrelevant attributes. 
T hird , we have no  way to tell w hether апу o f  the chosen attributcs are able to  differ- 

entiate the classes contained in the data.
T he first problem  is prohibitive w hen  we compare this approach to that o f  building 

a generalized classification m odel such as a decision tree. To illustrate the second prob- 
lem , w e once again tu rn  to  the hypothetical data found in  Table 1.1. As this table con - 
tains instances vvhose classification is know n, the nearest neighbor algorithin can use the 
table data to đassifv the nevv Lnstance defined vvith thc follovving attribute values:

Patient I D =  14 

Sore 'lhroat = Yes 

Fever = No  

Swollen Glands = No  

Congestion = No  

Headache = N o
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W h en  the attribu tes are num erical, sim ple Euclidean distance can be used to 
measure instance similarity. How ever, as the attributes shovvn in Table 1.1 are cate- 
gorical, we vvill have to  dcfine ou r ow n m easure o f  smularity.To m easure the similar- 
ity o f  each table ite n i vvith this instance w e can sim plv co u n t attribute-value 
m atches. U pon  doing so, we have one m atch vvith patients 1 and 9, tw o matches vvith 
patients 2, 5 and 10, and three m atches w ith  patients 3, 6, 7 and 8. Finallv, we have 
four m atches w ith  patien t 4.

Because the new  instance shovvs a best m atch vvith patient 4, the nearest neighbor 
approach informs us that the patient has a case o f  strep throat. However, applying thc 
decision tree shovvn in Fig. 1.1 to  the nevv instance tells us tliat the correct patient diag- 
nosis is allergv. Assuming that the instances in thc training data uscd to build the decision 
tree accuratelv represent the population in general, vve see that the nearest neighbor clas- 
sifier has incorrectly diagnosed the patient. ln addition, i f  strep thioat is indeed an incor- 
rect diagnosis, adding the nevv instance to the nearest neighbor classification table vvill 
continue to propagate classification error.

A variation o f  this approach knovvn as a k-nearest neighbor classifier classifies 
a nevv instance w ith  the most connnon  class o f its  k-nearcst neighbors.T his variation 
helps vvard off the possibilitv o f  a single atypical trainm g instance incorrectly  classify- 
ing nevv instances. Hovvever, the im portan t issue is that neither approach has a way to 
determ ine relevant attributes and will likely produce a high classification error rate 
w hen  presented vvith instanccs contain ing a wealth o f  irrelevant attributes. Also, con - 
trarv to  ou r in tu ition , a dataset having several independent attributes vvill shovv dis- 
tances betvveen апу tw o instances as being almost equal.This is true even if  we аге 
processing hundreds o f  thousands o f  records!

Despite its shortcom ings, the nearest neighbor approach can be successfully ap- 
pfied if  attribute preprocessing is able to  determ ine a best set o f  relevant attributes. 
Also, com putation tim es can be reduced by com paring instances to  be classified vvith a 
subset o f  tvpical instances taken from  each class represented m the data. Finally, even 
though the nearest neighbor approach does n o t provide us vvith a generahzation o f  
the data, a general description ot each class can be obtained by exam ining sets o f  most 
tvpical class instances.

Data Mining Applications

То help you gain fu rther insight into the tvpes o f  problem s appropriate for a data 
m in ing  solution, we hst several examples about how  data m ining has been succcssfully 
applied to  real-vvorld problem s.W e then  offer a detailed look  at a specific data m ining 
apphcation area.
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Example Applications

H ere is a short list o f  examples shovving how  data m in in g  has becn applied to  real- 
world problems. You can find a wealth o f  additional inform ation about data m ining 
applications, cotnpanies, jobs, public dom ain and com m ercial sofnvare, as well as sem - 
inars and short courscs by visiting the Web site w w w .kdnuggets.com .

1. Fraud D etecd on

•  A T & T  uses a system developed via data m in in g  to  detect fraudulen t in -  

ternational calls (Brachm an e t al., 1996).

•  T he F A L C O N  ffaud assessment svstem devcloped by H N C  Inc. is used to 
signal possiblv fraudulent credit card transactions (Braclrman et al., 1996).

•  T he Financial C rinres Enforcenrent N etw ork  А1 Systenr (FAIS) uses sev- 
eral technologies, including data nrining, to  ldemifč' possible т о п е у  laun- 
dering activity w ith in  large cash transactions (Senator et al., 1995).

•  T he Aspect (Advanced Security for Fersonal Conurrunications) E uropean 
researclr group has em ployed unsupervised  c luste ring  to  detec t fraud in 
m obile phone netvvorks. For each user, th e  systenr stores a user history as 
well as a usage profile. F raudulent behavior is suspected w ith m arked dif- 
ferences betvveen curren t usage and user history.

2. Health Care

•  M itchell (1997) describes several prototypical uses o f  data nrining, includ- 
ing an exam ple system able to  prcdict vvotrren at high risk o f  requiring  an 

enrergency C -section .

•  M erck-M edco  M anaged Care, a pharnraceutical insurance and prescrip- 
tion  nrail-order un it o f  M erck, uses data n rin ing  to  help uncover less ех- 
pensive but equally effective d ru g  treatm ents for certain tvpes o f  patients 

(M cCarthy, 1997).

3. Business and Finance

•  R isk  m anagenrent applications use data nrining to  help determ ine insur- 
ance rates, nranage investm ent portfolios, and differentiate betvvecn com - 
panies a n d /o r  individuals vvho are good  and p o o r credit risks. In a Wal\ 
Street Journal article titled  “L ook ing  for Patterns,” Lisa G ranstein  (1999) 
describes hovv F arm er’s G roup , Inc. used data m in in g  to  discover a sce- 
nario  vvhere sonreone vvho ovvns a sports car is n o t a higher accident risk. 
T h e  conditions for the scenario require the sports car to  be a second car 
and the  fanrily car to  be a station vvagon o r  a sedan.
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•  Bank o f  A m erica uses data m in in g  to  d e tec t vvhich custonrers are using 
vvhich Bank o f  Am erica products so thcy can offer th e  righ t nrix o f  prod- 
ucts and services to better nreet custom er needs (M cCarthy, 1997).

•  US West C om m unications, a D enver-based com m unications provider ser- 
vicing 25 m illion custom ers, uses data n rin ing  and data vvarehousing to 
deternrm c custom er trends and needs based on  characteristics such as fanr- 
ily size, nredian fanrily m em b er age, and lo c a tio n .T h e  results o f  the data 
nrining p ro ject have been  used to  sign up n ew  custom ers and dravv in - 
creased business from nevv subscribers (M cCarthy, 1997).

•  Tvventieth C en tu ry  Fox analyzes box  office receipts to d eterm ine vvhich 
actors, plots, and filnrs vvill be vvell received in  various m arketing  regions. 
Extracted infornration is also used to  decidc vvhich fihrr trailers to  shovv.

4. Scientific A pplications

•  Gamnra гау bursts are b r ic f  gam ma гау flashes that orig inate outside o f  ou r 
solar systenr. M ore than 1000 such ev'ents have been recorded . A w idely 
lreld b e lie f in  the scientific com m unity  was that there vvere tvv'o classes o f  
ganuna гау bursts. M ukherjee  et al. (1998) used statistical cluster analvsis 
to  discover a third ganrnra гау burst class.

•  Fayyad e t al. (1996) describes scveral scicntific applications, including skv 
inrage analysis, locating volcanoes on  the planet Venus, and earthquake de- 
tection.

5. Sports and G am ing

•  Brian Janres, assistant coach o f  the T oronto R aptors professional basketball 
teanr, uses A dvanced Scout, a data nrin ing/w arehousing tool developed by 
IBM  especially for the N BA  to create favorable plavcr inatchups and help 
call the bcst plays (Baltazar, 2000).

•  T he ganring industrv  has in co rpo ra ted  historical m odels o f  custonrcr 
gam bling trends to  de tern rine  hovv m u c h  an ind iv iđual custonrer should 
be spending (losing) vvhile visiting the ir favorite casino.

Customer Intrinsic Value

A custom er’s intrinsic value is the custonrer’s expected  value based on the historical 
value o f  similar custonrers (M anganaris, 2000). Data nrining has been used to build 
models for predicting intrinsic value. O n ce  a custom er’s intrinsic value is determ ined, 
an appropriate m arketing  strategy can be applied. Let’s assunre value is measured in

http://www.kdnuggets.com
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term s o f  average dollars spent рег rnonth  by the custom er.This being  the case, the idea 
is to  build  a m odel able to  predict w hat an individual custom er is likely to spend in 
апу given m o n th .T h e  am ount spent by the custom er is then com paređ to the cus- 
to m er’s intrinsic value to detcrm ine if  the custom er is spending m ore or less than in-

dividuals w ith  similar characteristics.
To focus on a specific example, suppose a credit card с о т р а п у  is concerned  about 

a dechne in nevv custom er retention  rates as well as negative changes in new  custom er 
card usage habits. In an attem pt to  overcom e their concern , the с о т р а п у  has h ired  a 
data m ining consulting firm . T h e  data m in ing  specialists use data about established 
credit card holders to  build a historical m odel for predicting custom er spending and 
card usage habits. Possible attributes o f  im portance include custoiner age, incom e 
range, dem ographic location, average m onth ly  balance, and num ber o f  credit p u r-

chases per m onth , to  nanie a few.
O nce built. the m odel is appfied to  predict intrinsic value for the population o f  

nevv customers. Figure 1.4 ofiers a diagram  shovving intrinsic value on the vertical axis 
and actual custom er value on  the horizontal axis.W e can use this figure to  help us un- 

derstand three possibilities for each new  customer.

Figure 1.4

Intrinsic
(Predicted)

Value

• Intrinsic vs. actual custom er value

Actual Value
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1. A new  custom er’s intrinsic value is in line w ith their current value.
These are the custom ers falling on  o r  close to  thc diagonal line shovvn in  Fig.
1.4.This group  o f  individuals vvill likelv benefit m ost from a m ildly aggressive 
m arketing strategv aim ed at increasing card usage.

2. A new  custom er’s intrinsic value is greater than their actual value.
This group o f  customers is shovvn in Fig. 1.4 as the region above the điagonal. 
These individuals are likelv to  eventuallv quit using their credit card unless an 
aggressive m arketing strategv is deployed.

3. A new  custom er’s intrinsic value is less than their actual value. This is 
secn in Fig. 1.4 as the region bclovv the diagonal. Custom ers in  the lovvest- 
righ t portion o f  this region shovv the largest discrepancy betw een intrinsic 
and actual value. A nonaggressive m arketing strategy ofierm g in term itten t re- 
vvards for continued  card use т а у  be appropriate for these inđividuals.

This exam ple illustrates how  data m ining can be applied to  profile strategies for in - 
creasing cu tom er retention  rates and future value. As vvith all data m ining problems, 
successful application o f  intrinsic m odeling lies in  our ability to acquire quality data as 
vvell as in  ou r vvillingness to  devote tim e and efiort to the m odcl building process.

8 Chapter Summary

D ata m ining is an induction-based learning strategy that builds m odels to  identifv’ 
hidden patterns in data. A m odel created by a data m ining algorithm  is a conceptual 
generalization o f  the data.T he generahzation т а у  be in the form  o fa  tree, a netvvork, 
an equation, o r a set o f  rulcs. Data query can help us find answers to  questions vve ask 
about inform ation stored in data. Data m in ing  difiers from  data query in that data 
m ining gives us the ability to find answers to questions we never though t about ask- 
ing. E .\pert systems use hum an know ledgc rather than data to  build models for deci- 
sion making. W hen  quality data is no t available, an expert systems approach to 
problem  solving т а у  be a viable alternative.

Data inining is a multistep process that requires accessing and preparing data for a 
data inining algorithm , m ining the data, analvzing results, and taking appropriate ac- 
tion .T he  data to be accessed can be stored in  one o r m ore operational đatabases, a data 
vvarehouse, o r a flat file. Data is m ined using supervised learning o r unsupervised clus- 
te ring .T he most conunon  type o f  data m ining is supervised. W ith supervised lcarning, 
instances vvhose classification is know n are used by the data m ining tool to  build a gen- 
eral m odel reprcscnting the data.The creatcd m odel is thcn employed to determ ine the 
classification o f  nevv, previously unclassified instances. W ith  unsupervised clustenng,
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predefined classes do  no t exist. Instead, data instances are grouped together based on  a 
similarity scheme dcfined by the clustering m odel.

D ata m in ing  has bcen successfullv applied to problem s across several disciplines. 
In the next chapters you vvill learn m ore about the steps o f  the data m ining process. 
You vvill learn about different data m ining algorithins, as vv-ell as several techniques to 
help vou determ ine vvhen to applv data m ining to your problem s. A com m on them e 
w e hope to  convey throughout this bo o k  is that data m in ing  is abou t m odel build ing 
and no t about magic. H um an nature requires that vve generalize and categorize the 
vvorld around us. For this reason, m odel building is a natural process that can be fun 

and very revvarding!

Кеу Terms

A ttribute-value form at. A table form at vvhere the first rovv o f  the tablc contains 
a ttr ib u te  nam es. Each rovv o f  th e  table after th e  first con tains a data instance 
vvhose attribu te values are given in the colum ns o f  the table.

Classical view. T h e vievv that all concepts have defmite dcfm ing properties. 

C on cep t. A set o f  objects, symbols, o r  events g roupcd  toge ther because they share 

certain characteristics.

Data m in in g . T h c  process o f  em ploving one or m ore com pu ter lcarning techniques 
to  automaticalIy analvze and extract knovvledge from data.

D ata w arehouse. A historical database designed for decision  support ra the r than  

transaction processing.

D ecisio n  tree. A tree structure vvhere nonterm inal nodes represent tests on one or 
m ore attributes and term inal nodes reflect decision outcom.es.

D eep know ledge. Knovviedge stored in a database that can only be found it' vve are 
given som e direction  about vvhat vve are looking for.

E m ulate. To act like.

Exem plar view. T h e  vievv that people store and recall likely concept exemplars that 

are used to  classify unknovvn instances.

Expert. A person skilled at solving difficult problems in  a litnited dom ain.

Expert system . A com puter program  that em ulates the  behavior o f  a hum an expert. 

Fact. A  sim ple statem ent o f  tru th .

H idden know ledge. Patterns o r regularities in  data that cannot be easily found using 
database query. Hovvever, data m ining algorithms can find such patterns w ith ease.

H yp oth esis. An educated  guess abou t vvhat vve believe vvill be the ou tcom e o f  an 

experim ent.
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Induction-based learning. T h e process o f  fo rm ing  a general concept definition by 
observing specific examples o f  the concept to  be learned.

Input attribute. A n a ttr ib u te  used by a data m in in g  a lg o rith m  to help  create a 
m odel o f  the data. An in p u t a ttr ib u te  is som etim es rcferred  to  as an in d ep en - 
den t variable.

Instance. An example or nonexam ple o f  a conccpt.

K-nearest neighbor classifier. A variation o f  nearest neighbor classification w here a 
nevv instance is classified w ith  the m ost conm ion  class o f  its k-nearest ncighbors.

K now ledge D iscovery  in D atabases (K D D ). T h e  application  o f  thc  scientific 
m ethod  to data m ining.

K now ledge engineer. A person trained to  in teract w ith  an expert in o rder to  cap- 
ture their knovvledge.

Manual data m in ing . T he process o f  posing database queries in  an attem pt to find 
hiddcn patterns in data.

M ultid im ensional knovvledge. Factual knovvledge stored  in  a m ultid im ensional 
form at.

N earest neighbor classification . An unknovvn instance is classified by searching 
the training data for the m stance closest in distance to  the unknovvn instance.

O perational database. A database designcd for processing the day to  day transac- 
tions o f  a сотрапу .

Output attribute. W ith supervised leaming, the attributc vvhose output is to be predicteđ.

Principle. A general law or tru th  based on  o ther sim pler truths.

Probabilistic view. T h c vievv that people store and recall concepts as generalizations 
created bv observ'ation.

Procedure. A step-by-step  course o f  action  that is designed to  achieve a specific 
goal.

Production  rule. A rule o f  th e  form : IF an tecedent c o n d itio n sT H E N  consequent 
conditions.

Shallow know ledge. Factual knovvledge stored in  a đatabase.

Supervised learn ing. T he process of bu ild ing  classification inodels using data in - 
stances o f  knovvn origin.

Test set. Data instances used to  test m odels built w ith  supervised learning.

Training data. Data instances used to  create supervisecl learning models.

U nsupervised  clustering. A data m in ing  m e th o d  tha t builds m odels from  data 
vvithout predefined dasses.
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1.10 Exercises

Revievv Questions

1. Differentiate betw een the follovving term s:

a. data vvarehouse and operational database

b. training data and test data

c. inpu t attribute and ou tpu t attribute

d. shallovv knovvledge and hidden knovvledge

e. exem plar vievv and probabilistic vicvv

f. probabihstic vicvv and classical vievv

g. supervised learning and unsupervised clustering

h. intrinsic value and actual value

2. For each o f  the follovving problem  scenarios, decide if  a solution vvould best 
be addressed vvith supervised learning, unsupervised clustering, or database 
query. As appropriate, state апу initial hypotheses you vvould like to  test. If  you 
đeciđe that supervised learning o r unsupervised clustering is the best ansvver, 
list several inpu t attributes you beheve to be relevant for solving the problem .

a. W hat characteristics differentiatc people vvho have had back surgerv and 
have re tu rn ed  to  vvork from  those vvho have had back surgery and have 
n o t re tu rned  to their jobs?

b. A m ajor autom otive m anufacturcr recently initiated a tire recall for one o f  
the ir top-selling  veh ic les.T he au tom otive с о т р а п у  blam es the tires for 
the unusually h igh accident rate seen vvith the ir top-seller. T h e  с о т р а п у  
p roducing  the tires claims the high a c đ d en t rate only  occurs vvhen the ir 
tires are on  the vehicle in question .W ho is to  blame?

c. W hen  custom ers visit т у  Web site, vvhat products are they m ost likely to 
buy togethcr?

d. W hat percent o f  т у  employees miss one or m ore days o f  vvork per m onth?

e. W hat relationships can 1 find betvveen an individuals height, vveight, age, 
and favorite spectator sport?

3. M edical doctors are experts at disease diagnosis and surgery. Explain hovv 
medical doctors use induction  to  help develop the ir skills.

4. G o to  the W eb site vvvvvv.kdnuggets.com.

a. Locate articles ab o u t hovv data in in ing  has been applied to  solve real- 
vvorld problems.
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b. Follovv th e  DATASETS link  and  scroll the  U C I K D D  Database 
R cposito rv  for interesting datasets.

You are to  develop a conccpt dcfm ition for agood stndenl.

a. W hat attributes vvould you use in your definition?

b. Give a defm ition o f  a good student front a classical p o in t o f  vievv.

c. D efine a good  student from  a probabilistic p o in t o f  vievv.

d. Statc the definition from  an exem plar po in t o f  vievv.

W hat happens vvhen vou trv  to  build a decision tree for the  data inTable 1.1 
vvithout em ploving the attributes Sivollen Glands and Feoer?
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Data Mining: A Closer Look

C h a p te r O b jectives

► Deterrrine an appropriate data m ining strategy for a specific 
problem.

► Knovv about several data m ining techniques and hovv each 
technique builds a generalized model to represent data.

► Understand hovv a confusion matrix is used to help evaluate 
supervised learner models.

► Understand basic techniques for evaluating supervised 
learner models vvith numeric output.

► Knovv hovv measuring lift can be used to compare the 
performance of several competing supervised learner 
models.

► Understand basic techniques t'or evaluating unsupervised 
learner models.

33
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A lthough the field o f  data m ining is in a continual state o f  change, a few basic strate- 
gies have rem ained constant. In Section 2.1 we define five fundam ental data m ining 
strategies and give examples o f  problem s appropriate for each strategv. W hereas a data 
m ining strategv oudines an approach for problem  solution, a data m ining technique 
applies a strategy. In Sections 2.2 th rough 2.4 w e introduce several data m ining tech- 
niques w ith  the help o f  a hvpothetical database containing custom er inform ation 
about credit card prom otions. Section 2.2 is dedicated to  supen 'ised learning tech- 
niques. In  Section 2.3 we present an overview  o f  association rules, leaving a m ore de- 
tailed discussion for C hapter 3. In Section 2.4 we discuss unsupervised clustering. As 
you saw in C hapter 1, evaluation is a fim dam ental step in the data m ining process. 
Section 2.5 provides a few basic tools to  help you better understand the evaluation 
process.

2.1 Data Mining Strategies

As vou learned in C hapter 1. data m in ing  strategies can be broadly classified as ei- 
the r supervised or unsupervised. Supervised learning builds models by using input at- 
tributes to  predict ou tpu t attribu te values. М апу supervised data m in ing  algorithm s 
onlv perm it a single ou tpu t attribute. O th e r  supervised learning tools allow us to 
specifv one o r several ou tput attributes. O u tp u t attributes аге also know n as depen- 
dent variables as the ir ou tco ine depends on the values o f  one o r m ore input a ttrib - 
utes. Input attributes are reterred to as independent variables. W hen  learning is 
unsupervised, an ou tpu t attribute does no t exist. Therefore all attributes used for 
m odel building are independent variables.

Supervised learning strategies can be further labeled according to  vvhether o u tp u t 
attributes are discrete o r categorical, as well as by w hether models are designed to de- 
te rm ine a current condition o r predict future outcom e. In this section we exam ine 
three supervised learning strategies, take a closer look at unsupervised clustering, and 
in troduce a strategv for discovering associations am ong retail iterns sold in catalogs 
and stores. Figure 2.1 shovvs thc five data m in ing  strategies we will discuss.

Classification

Classification is probablv the best understood o f  all data m ining strategies. 
Classification tasks have three cornm on characteristics:

•  Learning is supervised.

•  T h e  dependent variable is categorical.o -
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Figure 2.1 »  A hierarchy of data mining strategies

C
* T h e  emphasis is on  building m odels ablc to  assign nevv instances to  one o f  a set o f  

vvell-defined classes.

Som e exam ple classification tasks includc the follovving:

•  D eterm ine those characteristics that diffcrentiate individuals vvho have suffered a 
heart attack fiom  those vvho have not.

•  Develop a profile o f  a “successful” person.

•  D eterm ine i f  a credit card purchase is fraudulent.

•  Classifv a car loan applicant as a good or a p o o r credit risk.

•  Develop a profile to  differentiate female and male stroke victims.

N o tice  that each exam plc deals vvith cu rrcn t rather than  future behavior. For ех- 
ample, we vvant the car loan application m odel to  d eterm ine vvhether an applicant is 
a good  credit risk at this tim c rather than in som e future tim e period . Prediction
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m odels are đesigned to  armver questions abou t future behavior. P rcdiction  m odels 

are discussed later in this section.

Estimation

Like classification, the purpose o f  an estim ation m ođel is to  determ ine a value for an 
jhunknovvn ou tpu t attribute. However, unlike classification, the ou tpu t attribute(s) for 

an estim ation problem  are num eric rather than categorical. H ere are four cxamples o f  

estitnation tasks:

•  Estimate the num ber o f  m inutcs before a thunderstorm  will reach a given location.

•  Estim ate the salarv o f  an individual vvho ow ns a sports car.

•  Estim ate the  likelihood tha t a credit card has been stolen.

•  Estim ate the length o f  a gam m a-ray burst.

M ost supervised data m in ing  techniques are able to solve classification o r estim a- 
tion problem s, but no t both. I f  ou r data m ining tool supports one strategv b u t not the 
other, we can usuallv adapt a problem  for solution by e ither strategy.To illustrate, sup- 
pose the o u tp u t attribu te for the original training data in the stolen credit card е х а т -  
ple above is num eric. Let’s also assume the ou tpu t values range betvveen 0 and 1, vvith 
1 bcing a m ost likely case for a stolen card. We can m ake discrete categories for the 
o u tpu t attribute values by replacing scores ranging betvveen 0.0 and 0.3 vvith the 
value unlikely, scores betvvecn 0.3 and 0.7 vvith likely, and scores greater than 0.7 vvith 
highly \ikely. In this case the transform ation betvveen num eric values and discrete cate- 
gories is straightfonvard. Cases such as attem pting to m ake m onetarv am ounts discrete 

prcsent m ore o f  a challenge.

Prediction

It is n o t easy to  differentiate prcdiction from classification or estimation. Howcver, u n - 
like a classification o r  estim ation m odel, the purpose o f  a predictive m odel is to  deter- 
m ine future ou tcom e rather than curren t behavior. T h e  ou tpu t attribute(s) o f  a 
predictive m odel can be'categorical o r num eric. H ere are several examples o f  tasks ap- 

propriate for predictive data mining:

•  Predict the total num ber o f  touchdovvns an N FL ru n n in g  back vvill score during  

the 2002 N FL season.
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• D eten n in e  vvhether a credit card custom er is likely to  take advantage o f  a special 
offer m ade available w ith their credit card billing.

•  Predict next w eek’s closing price for the Dovv Joncs Industrial Average.

•  Forecast vvlfich telephone subscribers arc likely to  change providers during  the 
- nex t three m onths.

M ost supervised data m ining tcchniques appropriate for classification o r estima- 
tion problems can also build predictiv'e modeLs. Actually, it is the nature o f  the data that 
determ ines vvhcther a model is suitable for classification, estimation, o r prediction.To 
show this, le t’s consider a real medical dat;iset vvith 303 instances. O n e  hundred thirty'- 
eight instances hold inform ation about patients vvho have a h eart condition. T h e  
dataset is sununarized in  the description box titled The Cardiology Patient Dataset.

T h e attributes and possible attribute values associated w ith  this dataset are shovvn 
inTable 2.1.Two form s o f  the dataset exist. O n e  dataset consists o f  all num eric attrib - 
u tes.T he second dataset has categorical conversions for seven o f  the original num cric 
attributes. T he table colum n labeled M ixed Values shows the value Numeric for a ttri- 
butcs that vvere not converted to a categorical equivalent. For example, the values for 
attribute Age are identical for bo th  datasets. Hovvever, the attribute Fasting tilood Sugar

The Cardiology Patient Dataset

The cardiology patient dataset is part of the 
dataset package that comes with your iDA soft- 
ware. The original data was gathered by Dr. 
Robert Detrano at the VA Medical Center in 
Long Beach, California. The dataset consists of 
303 instances. One hundred thirty-eight of the 
instances hold information about patients with 
heart disease. The original dataset contains 13 
numeric attributes and a fourteenth attribute in- 
dicating whether the patient has a heart condi- 
tion. The dataset was later modified by Dr. John 
Gennari. He changed seven of the numerical at- 
tributes to categorical equivalents for the pur-

pose of testing data mining  ̂
tools able to classify datasets 
with mixed data types. The 
Microsoft Excel file names for the 
datasets аге CardiologyNumerical.xls and 
CardiologyCategorical.xls, respectively. This 
dataset is interesting because it represents real 
patient data and has been used extensively for 
testing various data mining techniques. We can 
use this data together with one or more data 
mining techniques to help us develop profiles 
for differentiating individuals with heart disease 
from those without known heart conditions.
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Table 2.1 • C ardio logy Patient Data

Attribute
Name

Age

Sex

Chest Pain Туре 

Blood Pressure

Cholesterol

Fasting Blood 
Sugar< 120

Resting ECC

Maximum Heart 
Rate

Induced Angina? 

Old Peak 

Slope

Number Colored 
Vessels

Thal

Concept Class

Mixed
Values

Numeric

Male, Female

Angina, Abnormal Angina, 
NoTang, Asymptomatic

Numeric

Numeric 

True, False

Normal, Abnormal, Нур

Numeric

True, False

Numeric

Up, flat, down

0, 1,2,3

Normal fix, rev

Healthy, Sick

Numeric
Values Comments

Numeric Age in years

1.0 Patient gender

1-4 NoTang =  Nonanginal
pain

Numeric Resting blood pressure upon
hospital admission

Numeric Serum cholesterol

1,0 Is fasting blood sugar less
than 120?

0, 1,2 Нур =  Left ventricular
hypertrophy

Numeric Maximum heart rate
achieved

1,0 Does the patient experience angina
as a result of exercise?

Numeric ST depression induced by exercise
relative to rest

1-3 Slope of the peak exercise ST
segment

0, 1,2,3 Number of major vessels
colored by fluoroscopy

3,6,7 Normal, fixed defect,
reversible defect

1.0 Angiographic disease status
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Table 2.2 • M ost and Least Typical Instances from  the C ardiology D om ain

Attribute Most Typical Least Typical Most Typical Least Typical
Name Healthy Class Healthy Class Sick Class Sick Class

Age 52 63 60 62

Sex Male Male Male Female

Chest Pain Туре NoTang Angina Asymptomatic Asymptomatic

Blood Pressure 138 145 125 160

Cholesterol 223 233 258 164

Fasting Blood Sugar< 120 False True False False

Resting ECC Normal Нур Нур Нур

Maximum Heart Rate 169 150 141 145

Induced Angina? False False Тгие False

Old Peak 0 2.3 2.8 6.2

Slope Up Down Flat Down

Number of Colored Vessels 0 0 1 3

Thal Normal Fix Rev Rev

< 120  has values True o r False in  the converted dataset and values 1 and 0 in  the orig i- 
nal data.

Table 2.2 lists four instances from  the m ixed fortn o f  thc dataset.Tvvo o f  the in - 
stances represent the m ost typical exemplars firom each respective class.The rem aining 
two instances are atvpical class m em bers. Som e differences benvccn the most typical 
healthy and the most typical sick patient are easilv anticipated. Tliis Ls the case with 
tvpical healthv and sick class values for Resting E C G  and Induced Angina. Surprisingly, 
vve do no t see expccted differences in  cholesterol and b lood  pressure readings be- 
tw een healthy and sick individuals.

H ere  are tw o rules generated for this data by a production  rulc generator. Concept 
class is specifieđ as the ou tpu t attribute:

IF 169 <= Maximum Heart Rate <= 202
THEN Concept Class = Healthy 

Rule ассигасу: 85.07%
Rule coverage: 34.55%
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IF Thal = Rev & Chest Pain Туре = Asymptomatic 

THEN Concepl Class = Sick
Rule ассигасу: 91.14%
Rule coverage: 52.17%

For the first rule the rule ассигасу tells us that i f  a patient has a inaxim um  heart 
rate betvvcen 169 and 202, we wffl be correct n iore than 85 tim es o u t o f  100 in  iden- 
tifving the  patient as healthy. R u le  coverage reveals that over 34 percent o f  all healthy 
patients have a m axim um  heart rate in the specified range. W hen  vve com bine this 
knovvledge vvith thc m axim um  heart rate values shovvn in Table 2.2, vve are able to 
concluđc that healthy patients are likely to  have h igher tnaxim um  heart rate values.

Is this first rule appropriate for classification or prediction? If  the rule is prcdic- 
tive, vve can use the ru le to vvarn healthv folks w ith  the statement:

W ARNING 1: Have уоиг maximum heart rate checked on a regular basis. If уоиг 

maximum heart rate is lovv, уои may be at risk of having a heart attack!

I f  the  rule is appropriate for classification b u t n o t prediction, the scenario reads:

WARNING 2: It' уои have a heart attack, expect уоиг maximum heart rate to decrease.

In anv case, we cannot im ply the strongcr statement:

W ARNING 3: A low  maximum heart rate vvill cause уои to have a heart attack!

T hat is, w ith  data m ining vve can state relationships betvveen attributes bu t vve cannot 
say w hcther the relationships im ply causahty. Thereforc en tering  an exercise progratn 
to  increase m axim um  heart rate may o r m ay n o t be a good  idea.

T h e  question still remains as to  vvhether either o f  thc  first tvvo vvarnings are co r- 
rect. This question is n o t easilv ansvvered. A data m ining specialist can dcvelop m odels 
to  generate rules such as those ju s t given. B eyond this, the speciahst m ust have access 
to  additional inform ation— in this case a m edical expert— before determ ining hovv to 

use discovered knovvledge.

Unsupervised Clustering

W ith  unsupervised clustering vve are vvithout a dependent variable to  guide the learn- 
ing process. R ather, the learning program  builds a knovvledge structure by using som e 
m easure o f  cluster qualitvr to group instances in to  tvvo o r m ore classes. A prim ary goal 
o f  an unsupervised clustering strategv' is to  discover concept structures in data. 

C o n u n o n  uses o f  unsuperviscd clustering include:
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•  1 le term ine if  m caningful relationships in the form  o f  concepts can be found in
the data

•  Evaluate the likelv perform ance o f  a supervised learner model

•  D eterm ine a best set o f  input attributes for supervised learning

•  D etect outliers

You savv an obvious use o f  unsupervised clustering in C hapter 1 vvhen vve 
shovved hovv clustering vvas applied to  the A cm e Investors database to  find interesting 
relationships in the form  o f concept classes in the data. Hovvcver, it is no t unusual to 
use unsupervised clustering as an evaluation tool for supcrvised learning.

To illustrate this idea, lct’s suppose vve hav'e built a supervised learner m odel using the 
heart patient data vvith ou tput attribute C.onccpt Class. To evaluate the superviseđ model, 
vve prcscnt the trainhig instances to an unsupervised clustering svstem. T he attribute 
Concept Class is flagged as unused. N ext, vve е х а п т е  the output o f  thc unsupervised 
m odcl to  determ ine if  the instances from  each concept class (Healthy and Sick) naturally 
clustcr together. I f  the instances from the individual classes do not cluster together, vve 
шау conclude that the attributes are unable to distinguish healthy patients from those 
vv'ith a heart conditicn. Tliis being the case, the supervised m odel is likelv to perform 
poorlv. O n e  solution is to  revisit the attributc and instance choices used to  create the su- 
pervised model. In fact, choosing a best set o f  attributes for a supervised learner model 
can be im plem ented by repeatedly applving unsupervised clustering vvith alternative at- 
tribute choices. In this vvav, those attributes best able to  differentiate the classes knovvn to 
be present in the data can be determ ined. Unfortunately, ev'en with a small num ber o f  at- 
tribute choices, the apphcation o f  tlus teclmique can be com putationally unmanageable.

U nsupcrvised clustering can also help detect апу atv'pical instances present in the 
data. A typical instances are referred to  as outlie rs . O utliers can be o f  great im portancc 
and should be identified vvhenever possible. Statistical m in ing  appfications frequcntly 
remove outlicrs. W ith data m ining, the outliers m ight be just those instances vve are 
trying to  identify. For example, an application that checks credit card purchases vvould 
hkelv identifv an ou tlier as a positive instance o f  credit card fraud. O n e  way to  find 
oudiers is to perform  an unsupervised clustering and exam ine those instances that do 
not group naturally vvith the o ther mstances.

Market Basket Analysis

T he purpose o f  market basket analvsis is to find interesting relationships am ong re- 
tail products. T he results o f  a m arket basket analysis help retailers design promotions, 
arrange shelf o r catalog items, and develop cross-m arketing strategies. Association rule 
algorithms are often used to apply a m arket basket analvsis to  a set o f  data. Association 
rulcs are bricfly described later in this chapter and are presented m detail in Chapter 3.
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A data m in in g  technique is used to  apply a data m in ing  strategy to  a set o f  data. A 
specific data m ining technique is defined by an algorithm  and  an associated know l- 
edge structure such as a tree o r  a set o f  rules. In  C hap ter 1 w e in troduced  decision 
trees as the m ost studied o f  all supervised data m ining techniques. H ere vve present 
several additional supervised data m in ing  m ethods. O u r  goal is to  help vou develop a 
basic understanding o f  the similarities and differences betvvcen the various data m in- 

ing techniques.

The Credit Card Promotion Database

We will use the fictitious data sum m arized in the description box titled l lie  Credit Card 
Promotion Database and đisplayed in  Table 2.3 to  help explam the data m ining methods

The Credlt Card Promotion Database

Credit card companies often include promo- 
tional offerings with their monthly credit card 
billings. The offers provide the credit card cus- 
tomer with an opportunity to purchase items 
such as luggage, magazines, or jewelry. Credit 
card companies sponsoring new promotions 
frequently send bills to individuals without a 
current card balance hoping that some of these 
individuals will take advantage of one or more 
of the promotional offerings. From the perspec- 
tive of predictive data mining, given the right 
data, we may be able to find relationships that 
provide insight about the characteristics of indi- 
viduals likely to take advantage of future pro- 
motions. In doing so, we can divide the pool of 
zero-balance card holders into two dasses. One 
class will be those persons likely to take advan- 
tage of a new credit card promotion. These in- 
dividuals should be sent a zero-balance billing

containing the promotional information. The 
second class will consist of persons not likely to 
make a promotional purchase. These individu- 
als should not be sent a zero-balance monthly 
statement. The end result is a savings in the 
form of decreased postage, paper, and process- 
ing costs for the credit card сотрапу.

The credit card promotion database shown 
in Table 2.3 has fictitious data about 15 individ- 
uals holding credit cards with the Acme Credit 
Card Сотрапу. The data contains information 
obtained about customers through their initial 
credit card application as well as data about 
whether these individuals have accepted vari- 
ous promotional offerings sponsored by the 
credit card сотрапу. Although the dataset is 
small, it serves well for purposes of illustration. 
We employ this dataset for descriptive pur- 
poses throughout the text. ■
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presented here. T he table shovvs data extracted from  a database containing inform ation 
collected on individuals vvho hold credit cards issued by the Acm e Credit Card 
С отрапу. T he first rovv o f  Table 2.3 contains the attribute names for each colunin o f  
data.The first colum n gives the salarv range for an individual credit card holder.Values in 
columns two through four tell us w hich card holdcrs have taken advantage o f  specified 
prom otions scnt w ith their m onthly credit card bill. C olum n five tells us vvhether an in - 
dividual has credit card insurance. C olum n six gives the gender o f  the card holđer, and 
colum n seven offers the card holders age.The first card holder shovvn in  the table has a 
yearly salary betvveen $40,000 and $50,000, is a 45-year-old male, has purchased one or 
several magazines advertised w ith one o f  his credit card bills, did no t take advantage o f  
апу o ther cređit card prom otions, and does not have credit card insurance. Several attrib- 
utes likelv to  be relevant for data m ining purposes arc no t in d u d e d  in the table. Some o f  
these attributes are prom otion dates, dollar am ounts for purchases, average m onthly 
cređit card balance, and marital status. Let s tu rn  our attention to the data m ining tech- 
niques to  see w hat they can find in the credit card prom otion database.

Production Rules

ln  C h ap te r 1 vou saw that апу decision tree can be translated in to  a set o f  p roduc- 
tion rules. H ow ever, we do n o t need  an initial tree structu re  to  generate  p roduction  
rules. RuleM aker, the production  ru le generato r that com es w ith  you r iDA soft- 
ware, uses ratios toge ther w ith  m athem atical set theo ry  operations to  create rules 
from  spreadsheet data. Earlier in  this chap te r you saw  tw o rules generated  by 
R uleM aker for the heart patien t dataset. Let’s applv R u lcM ak er to  th e  credit card 
p rom otion  data.

For o u r experim en t we will assume the A cm e C redit Card С о т р а п у  has au tho- 
rized a new  life insurance prom otion  similar to  the previous p rom otion  specified in 
Table 2.3. T he p rom otion  m aterial will be sent as part o f  the credit card billing for all 
card holders vvith a non-zero  balance. We wiU use data m in ing  to help us send billings 
to a select group o f  individuals w ho do n o t have a cu rrcn t credit card balance but are 
likelv to  take advantage o f  the prom otion.

O u r problem  calls for suuervised data m ining using life insurance promotion as the 
ou tpu t attribute. O u r  goal is to  develop a profile for individuals likely to  take advan- 
tage o f  a Ufe insurance prom otion advertiscd along w ith  their nex t credit card state- 
m ent. H ere is a possible hvpothesis:

A  combination o f one or more o f the dataset attributes differentiate betu/een Acme Credit 
Card Сотрапу card Itolders who Itave taken advantage o f a life insurance promotion 
and tltose card holders who have chosen not to participate in the promotional offer.
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Table 2.3 • The Credit Card Promotion Database

Income 
Range ($)

40-50K

30-40K

40—50K

30-40K

50-60K

20-30K

30-40K

20-30K

30-40K

30-40K

40-50K

20-30K

50-60K

40-50K

20-30K

Magazine
Promotion

Watch
Promotion

Life Insurance 
Promotion

Credit Card 
Insurance

Yes No No No

Yes Yes Yes No

No No No No

Yes Yes Yes Yes

Yes No Yes No

No No No No

Yes No Yes Yes

No Yes No No

Yes No No No

Yes Yes Yes No

No Yes Yes No

No Yes Yes No

Yes Yes Yes No

No Yes No No

No No Yes Yes

Sex

Male

Female

Male

Male

Female

Female

Male

Male

Male

Female

Female

Male

Female

Male

Female

Age

45

40

42

43 

38 

55 

35 

27 

43 

41 

43 

29 

39 

55 

19

T h e  hypothesis is stated in term s o f  cu rren t rather than predicted behavior. 
However, the nature o f  the created rules will tell us w h eth er we can use the rules for

classificađon or prediction.
W hen  presented w ith these data, the iDA rule generator offered several rules o f

interest. H ere are four such rules:

1. IF  Sex  =  Feniale & 19 < -A g e  < =  43 
T H E N  Life Insurance Promotion =  Yes

R ule Ассигасу: 100.00%
R ule Coverage: 66.67%

2. IF  Sex  =  Male & Income Range = 4 0 —50K  
T H E N  U fe Insurance Promotion =  N o

R u le  Accuracv: 100.00%
R u le  Coverage: 50.00%
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3. IF  Credit Card Insurance =  Yes 
T H E N  Life Insurance Promotion = Yes

R ule Ассигасу: 100.00%
R ule Covcrage: 33.33%

4. IF  Income Range =  3 0 -4 0 K  & VVatch Promotion =Yes 
T H E N  Life lnsurance Promotion = Yes

R u le  Ассигасу: 100.00%
R ule Coverage: 33.33%

T h e  first rule tells us that we should send a credit card bill containing the prom o- 
tion to all females betsveen the ages o f  19 and 43. A lthough the coverage for this rule 
is 66.67%, it w ould be too  optim istic to  assume that tw o-thirds o f  all females in the 
specified age range will take advantage o f  the prom otion . T h e  second rule indicates 
that niales w ho make betw een $40,000 and $50,000 a уеаг arc n o t good candidates 
for the insurance p ro m o tio n .T h e  100.00% ассигасу tells us that o u r sample does no t 
contain a single male vvithin the $40,000 to  $50,000 m com e range v\-ho took  adv'an- 
tage o f  the previous life insurance prom otion.

T h e  first and second rules are particularlv helpfiil as neither rule contains an an- 
tecedent condition involving a previous p ro m o tio n .T h e  rule preconditions are based 
purely on inforination obtained at the tim e o fin itia l application. As credit card insur- 
ance is alvvays initiaUy offered upon  a card approval, the third ru le is also useful. 
However, the fourth rule vvill n o t be applicable to nevv card holders vvho have no t had 
a chance to  take advantage o f  a previous prom otion. For new  card holders vve should 
consider the first three rules as predictive and the fourth rule as effective for classifica- 
tion  but no t predictiv'e purposes.

Neural Networks

A n e u ra l  n e tw o rk  is a set o f  in terconnected  nodes designed to im itate the function- 
ing o f  the hum an brain. As the hum an brain contains billions o f  neurons and a typical 
ncural netvvork has fewer than one hundred nodes, the com parison is som ew hat su- 
pcrficial. Hovvever, neural netvvorks have been successfully applied to  problem s across 
several disciplines and for this reason are quite popular in the data m in ing  community.

N eural netvvorks com c in manv shapes and form s and can be constructed  for su- 
pervised learning as well as unsupervised clustering. In all cases the values input into a 
neural netvvork m ust be num eric. T he feed-forvvard netw ork  is a popular supervised 

Tearner m odel. Figure 2.2 shovvs a tully connected  feed-forvvard neural netvvork con- 
sisting o f  threc layers. T h e  netvvork is fully connected , as the nodes at one layer are 
conriected to  аД nodes at the next layer. In addition, each netvvork node connection
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Figure 2.2 • A multilayer fully connected neural netvvork

Hidden
Layer

Output
Layer

has an associated w eight (not show n in  the diagram). N o tice that nodes w ithin the 
same layer o f  the netvvork architecture are n o t connected to  one another.

W ith  a feed-forw ard netvvork the input attribute values for an individual instance 
en ter at the inpu t layer and pass directlv th rough the o u tp u t laver o f  the netvvork 
structu re .T he o u tp u t layer tnav contain one o r several nodes.T he o u tp u t laver o f  the 
netw ork  shown in Fig. 2.2 contains two nodes. T herefore the o u tpu t o f  the neural

netw ork vvill be an ordered pair o f  values.
N eural netvvorks operate in tvvo phases.The first phase is called the learning phase.

D u rin g  netvvork learning, the input values associated vvith each instance enter thc n e t-  
w ork at the inpu t layer. O n e  inpu t layer node exists for each inpu t attribute contained 
in the data.T he neural netvvork uses the inpu t values together vvith the nervvork con- 
nection vveights to  com pute the ou tpu t for each instance. Recall that the ou tpu t may 
be one o r several values.The o u tpu t for each instance is com pared w ith  the desired 
netvvork outpu t. Апу error betvveen the desired and com puted  ou tpu t is propagated 
back th rough the netvvork by changing connection-vveight values. Training term inates
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after a ccrtain num ber o f  iterations or vvhen the netvvork converges to  a predeterm ined 
m inim um  error rate. D uring the second phase o f  operation, the netvvork vveights are 
fixed and the netvvork is used to  com pute ou tpu t values for nevv instances.

Your iDA softwarc suite o f  tools contains a feed-forvvard neural netvvork for su- 
pervised learning as vvell as a neural netvvork for unsuperviscd clustering. We applicd 
the supervised netvvork m odel to the credit card p ro m o d o n  data to  test the aforem en- 
tioncd hvpothesis. O n ce  again, life insurance promotion was designated as the ou tpu t at- 
tribute. Because vve vvanted to construct a predictive m odel, the inpu t attributes vvere 
lm iited to  income range, credit card insurance, sex, and age. Therefore the netvvork archi- 
tecture contained four input nodes and one ou tpu t node. For ou r cxperim ent vve 
chose tive hidden-layer nodes. Because neural netvvorks cannot accept categorical 
data, we transform ed categorical attribute values by replacing yes and no vvith 1 and 0 
respectively, male and feniale vvith 1 and 0, and incom e range values vvith the lovver end 
o f  each range score.

C om puted  and actual (desired) values for the ou tpu t attribute life insurance promo- 
tion are shovvn in Table 2.4. N otice that in  m ost cases, a com puted  o u tp u t value is 
vvithin 0.03 o f  the actual value.To use the trained netvvork to  classifv a nevv unknovvn 
instance, the attribute values for the unknovvn instance are passed th rough the net- 
vvork and an ou tput score is obtained. If  the com puted  ou tpu t value is closer to  0, we 
predict the instance to  be an unlikely candidate for the life insurance prom otion. A 
value closer to 1 shovvs the unknovvn instance as a good candidate for accepting the 
hfe insurance prom otion.

A m ajor shortcom ing  o f  the neural netvvork approach is a lack o f  explanation 
about vvhat has becn  learned. C onverting  categorical data to  num erical vvaluesTan 
also be a challenge. C hap ter 8 details tvvo com m on  neural netvvork learning tech- 
niques. In C hapter 9 you vvill lcarn how  to use your iDA neural netw ork  softvvare 
package.

Statistical Regression

Statistical regression is a supervised learning technique that generalizes a set o f  nu- 
m eric data by creating a m athem atical equation relating one or m ore inpu t attributes 
to  a single num eric o u tp u t attribute. A linear regression m odel is characterized by 
an ou tpu t attribute w hose value is đeterm ined  by a linear sum o f  vveighted input at- 
tribu te valucs. H ere is a linear regression equation for the data inTable 2.3:

life insurance promotion = 0 .5909  (credit card insurance) -  0 .5455  (sex) +  0.7727

N oticc that hfe instirance promotion is the attribute vvhose value is to be determ ined 
by a linear com bination o f  attributes credit card insurance and sex. As vvith the neural
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Table 2.4 • N eural Netvvork Tra in in g: Actual and C om pu te d  O u tp u t 

Instance Number Life Insurance Promotion Computed Output

0.024 

0.998 

0.023 

0.986 

0.999 

0.050

0.999

0.262

0.060

0.997

0.999

0.776

0.999

0.023

0.999

netvvork m odel, \ve transform ed all categorical data by replacing yes and no \vith 1 and 
0, male and female vvith 1 and 0, and incom e range values vvith the lovver end o f  each 

range score.
To illustrate the use o f  the equation , suppose we vvish to  deternhne i f  a female 

w ho does n o t have credit card insurance is a likely candidate for the life insurance 

prom otion. U sing the equation, vve have:

life insurance promotion =  0.5909(0) — 0.5455(0) +  0.7727 
= 0.7727

Because the value 0.7727 is close to  1.0, vve conclude that the indiviđual is likelv to 

take advantage o f  the prom otional ofFer.
A lthough regression can be nonlinear, the  m ost popular use o f  regression is for 

linear m odeling. Linear regression is appropriate provided the data can be accurately 
m odeled vvith a straight line function. Excel has bu ilt-in  functions for perform ing sev-
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eral statistical operations, including linear regression. In C hapter 10 vve vvill show you 
how  to use Excel’s L IN EST function to  create linear regression models.

2.3 Association Rules

As the nam e implies, a s s o c ia tio n  ru le  m in ing  techniques are used to  discover in te r- 
esting associations betw een  attributes contained in a databasc. U nlike traditional p ro - 
duction  rules, association rules can have one o r several o u tpu t attributes. Also, an 
o u tp u t attribu te for on e  rule can be an inpu t a ttribu te  for another rule. Association 
rules are a popular technique for m arket basket analysis because all possible com bina- 
tions o f  potentiallv interesting product groupings can be explored. For this reason a 
lim ited num ber o f  attributes are able to  generate hundreds o f  association rules.

We applied the apriori association rule algorithm  described by Agrawal et al. 
(1993) to  the data inTable 2 .3 .T he algorithm  examines baskets o fitem s and generates 
rules for those baskets containing a m in im um  num ber o f  items. T h e  apriori algorithm  
does no t process num erical data. Therefore, beforc application o f  the algorithm , vve 
transform ed the attribute age to the set o f  discrete categories: overl5, over20, over30, 
over40, and over50. To illustrate, an individual vvith age = over40 is betw een  the ages o f  
40 and 49 inclusive. O n ce  again, vve lim ited the choice o f  attributes to incotne range, 
credit card insurance, sex, and age. H ere is a list o f  th ree association rules generated by the 
apriori algorithm  for the  data inT able 2.3.

1. IF  Sex = Female & Age = over40 & Credit Card Insurance = No  
T H E N  Ufe Insurance Promotion = Yes

2. IF  Seх  = Male &  Age =over40 & Credit Card Insurance = N o  
T H E N  Life Insurance Promotion = No

3. IF  Sex =  Female & Age = over40
T H E N  Credit Card lnsurance = No  & Life Insurance Promotion = Yes

Each o f  these three rules has an ассигасу o f  100% and covers exactly 20% o f  all 
data instances. For rule 3, the 20% rule coverage tells us that one in everv five individ- 
uals is a female over the age o f  40 vvho does n o t have credit card insurance and has hfe 
insurance obtained through the life insurance prom otional offer. N o tice that in rule 3 
credit card insurance and life insurance promotion are bo th  ou tpu t attributes.

A problem  vvith association rules is that along w ith potentially interesting rules, w e 
are likelv to see several rules o f  little value. In C hapter 3 we will explore this issue in 
m ore detail w hen we describe the apriori algorithm . T he nex t section continues our 
discussion by exploring unsupervised clustering techniques.
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Several unsupervised clustering techniques can be identified. O n e  com m on techm que 
is to apply sornc measure o f  similarity to  divide instances into disjoint partitions.T he 
partitions are generahzed by com puting  a group m ean for each cluster or by listing a 
rnost typical subset o f  instances from  each cluster. In C hapter 3 \ve \vill exam ine an 
unsuperviseđ algorithm  that partitions data in this \vay. A second approach is to parti- 
tion  data in a hierarchical fashion w here each level o f  the hierarchv is a generalization 
o f  the data at som e level o f  abstraction. O n e  o f  the unsupervised clustering models 
that com es w ith your iDA sofhvare tool is a hierarchical clustering system.

We appUed the iDA unsupervised clustering nrodel to  the data inT able 2.3. O u r 
choice for inpu t attributes was again hm ited to income range, credil card insurance, sex, 
and age. We set the life insurance promotion attribute to  ‘'display only,” nreaning that al- 
though the attribute is n o t used by the clustering system, it w ill appear as part o f  the 
sum m ary statistics. As learning is unsupervised, o u r hvpothesis needs to  change. H ere 
is a possible hvpothesis that is consistent w ith  ou r them e o f  determ in ing  likely candi- 
dates for the life insurance prom otion:

Ву applying unsupervised clustering to the instances o f the А апе Crcdit Card 
Сотрапу database, ше wiU ftnd a suhset o f input attributes tliat differentiate card 
holders who Uave taken advantage o f the life insurance promotion front tltose cardhold- 
ers who have not accepted the promotional offer.

As you can see, we arc using unsupervised clustering to find a best set o f  input at- 
tributes for differentiating current customers \vho have takcn advantage o f  the special 
prom otion front those w ho have not. O nce \ve determ ine a best set o f  input attributes, 
we can use the attributes to develop a supervised ntodel for pređicting fiiture outcomes.

To test the hypothesis, w e applied unsuperv ised  cluste ring  to  the data several 
tim es un til \ve found  a set o f  in p u t attributes th a t resulted in  clusters w hich  differ- 
entiate the tw o classes.The results o f  one such clustering  are displaved in  Fig. 2.3. 
T h e  figure indicates th a t th ree clusters w ere fo rm ed . As you  can see, the th ree in d i-  
viduals reprcsented  in  cluster 1 did n o t take advantage o f  the life insurance p ro m o - 
tion .T \vo o f  the individuals in  cluster 2 to o k  advantage o f  the p ro m o tio n  and three 
did no t. Finally, all seven individuals in clustcr 3 purchased the life insurance p ro - 
m otion . H ere  is a p roduction  ru le generated  by R u leM ak er for the th ird  cluster 
show n in Fig. 2.3:

IF Sex =  Female & 43 >= Age >= 35 & Credit Card Insurance = No 
THEN Class = 3

Rule Accuracv: 100.00%
Rule Coverage: 66.67%
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Figure 2.3 • A n  unsupervised clustering of the credit card database

Cluster 1

# Instances: 3 
Sex: Male => 3

Female => 0 
Age: 43.3
Credit Card Insurance: Yes => 0

No =>3

Life Insurance Promotion: Yes => 0
No =>3

ч _______________

Cluster 2
r

# Instances: 5 
Sex: Male => 3

Female => 2 
Age: 37.0
Credit Card Insurancp; Yes => 1

No => 4
Life Insurance Promotion: Yes => 2

No =>3

V

Cluster 3
f л

# Instances: 7
Sex: Male => 2

Female => 5
Age: 39.9
Credit Card Insurance: Yes => 2

No =>5
Life Insurance Promotion: Yes => 7

No => 0

V 7

lt is clear that tw o o f  the three clusters differentiate individuals w ho took  advan- 
tage o f  the prom otion frotn those \vho did no t.T h is result offers positive evidcnce that 
the attributes used for the clustering are viable choices for building a predictive super- 
vised learner m odel. In C hapter 4 \ve will detail unsupervised hierarchical clustering 
\vhen \ve investigate the ESX data m ining m odel. In the nex t section we lay the foun- 
dation for evaluating the perform ance o f  supervised and unsupervised learner mođels.
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Perform ance evaluation is probablv the most critical o f  all the steps in  the data m ining 
process. In  this section w e offer a com m on sense approach to  evaluating supervised 
and unsupervised learner models. In later chapters w e will concentrate on m ore for- 
mal evaluation techniqucs. As a starting po in t, w e pose three general questions:

1. W ill the benefits received from  a data m ining project ntore than offset the 

cost o f  the data m ining process?

2. H ow  do  w e in terp re t the results o f  a data m ining session?

3. C an  we use the results o f  a data m ining process w ith  confidence?

All three questions arc difficult to answer. However, the first is m ore o f  a challenge be- 
cause several factors com e into plav. H ere is a m inim al list o f  considerations for the

first question:

1. Is there know ledge about projects similar to  the proposed project? W hat are 
the success rates and costs o f  projects similar to  the planned project?

2. W hat is the cu rren t fo rm  o f  the data to  be analvzed? Does the data exist or 
vvill it have to  b e  collected? W hen  a vvealth o f  data exists and is not in  a form  
am enable for data m ining, the greatest project cost will fall un d er the category 
o f  data preparation. In fact, a larger question may be vvhether to develop a 

data w arehouse for future data m ining projects.

3. W ho  vvill be responsible for the data m ining project? H ow  m any curren t ein- 
ployees vvill b e  involved? W ill outside consultants be hired?

4. Is the  necessary softvvare currently  av'ailable? If  no t, vvill the softvvare be pur- 
chased o r  dcveloped? lf  purchased o r developed, how  vvill the softvvare be in - 

tcgrated in to  the  curren t system?

As you can see, апу ansvver to  the first question requires know ledge about the 
business inodel, the cu rrcn t state o f  available data, and curren t resources.Therefore we 
vvill tu rn  o u r attention to providing evaluation tools for questions 2 and 3. We first 

consider the evaluation o f  supervised learner models.

Evaluating Supervised Learner Models

Supervised learner models are designed to  classifv, estimate, an d /o r  predict future o u t-  
com e. For som e applications the desire is to  build  models shovving consistently high 
predictive accuracy.The follovving three applications focus on  classification correctness:
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•  Develop a m odel to  accept o r reject credit card applicants

•  D evelop a m odel to  accept o r reject hom e m ortgage applicants

•  D evelop a m odel to  decide w hether ог no t to  drill for oil

Classification correctness is best calculated by presenting previously unseen data 
in  the form  o f  a test set to  the m odel being evaluated.Test set niođel ассигасу can be 
sunnnarized m  a table knovvn as a confusion m a tr ix .  To illustrate, le t’s suppose vve 
have three possible classes: C ,, C „  and C v A generic confusion m atrix  for the three- 
class case is shown in Table 2.5.

Values along the m ain diagonal givc the total num ber o f  correct classifications for 
each class. For example, a value o f  15 for C n  means that 15 class C , test set instances 
were correctly classified.Values o ther than those on  the m ain diagonal represent classi- 
fication errors.To illustrate, suppose C p  has the value 4.This means that four class C, 
instances were incorrectly classified as belonging to  class C v T h e following three rules 
may be helpful in analyzing the inform ation in a confusion matrix:

• Rule 1. Valucs along the main diagonal reprcsent corrcct classifications. For the
m atrix  inTable 2.5, the v'alue C n represents the total num ber ofclass C , instances 
correctlv classified by the m odel. A similar statem ent can be m ade for the values 
C „  and C „ .

•  R ule 2. Values in row  C  represent those instances that belong to class C  . For ех- 
ample, vvith / =  2, the instances associated w ith  cells C 21, C „ , and C ,,  are all actu- 
ally m em bers o f  C r  To find the total num bcr o f  C , instances incorrectly  classified 
as m em bers o f  ano ther class, vve com pute the sum  o f  C J} and С 2У

•  R ule 3. Values found in co lum n C  indicate those instances that have been classi- 
fied as inem bers o f  C.. W ith i — 2, the instances associated w ith ceOs C j,, C ,„  and 
C 3, have been classified as m em bers o f  class C 2. To find the total num ber o f  in- 
stances incorrectly classificd as m cm bers o f  class C „  we com pute the sum  o f  C j, 
and C ,„

Table 2.5 •  A  Thre e-C la ss C onfusion M atrix 

Computed Decision

C, C5

C, С,1 ^12

C2, ^22 C23

Сз C32 C33
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We can use thc sum m arv data displaycd in  a confusion m atrix  to  com pute m odel 
ассигасу. To determ ine the ассигасу o f  a m odel we sum  the values found on the 
m ain diagonal and divide this sum  by the to tal num ber o f  test set instances. For ех - 
am ple, i f  we applv a m odel to  a test set o f  100 instances and the values along the  
m ain  diagonal o f  the resultant confusion m atrix  sum  to 70, the test set ассигасу o f  
th e  m odel is 0.70 o r  70%. As m odel ассигасу is often given as an erro r rate, we can 
com pu te  m odel erro r rate by subtracting thc m odel ассигасу value from  1.0. For o u r 

exam ple, the corresponding erro r rate is 0.30.

Tvvo-Class Error Analysis

T h e  three applications listed at the beginning o f  this section reprcsent two-class p rob - 
lems. For example, a credit card application is either accepted or rejected. We can use a 
sim ple two-class confusion m atrix  to help us analyze each o f  these applications.

C onsider the confusion m atrix  displayed in Table 2.6. Cells show ing Trtie Accept 
and Tnte Reject represent correctly classified test set instances. For the first and second 
appHcations presented in the previous section, the cell vvith Talse Accept denotes ac- 
cepted  apphcants that should liave been rejected. T he cell vvith False Reject đesignates 
rejected applicants that should have been accepted. A similar analogv can be m ade for 
the third application. Let’s use the confiasion matrices shovvn in  Table 2.7 to  exam ine

the first application in m ore dctail.
Assum e the confusion m atrices shovvn in  Table 2.7 represent the  test set e rro r  

rates o f  tvvo superviscd learncr m odels bu ilt fo r the cred it card application  problem . 
T h e  confusion tnatrices shovv that each inodel displays an e rro r rate o f  10%. As th e  
e rro r rates are identical, vvhich m odel is better? To ansvver the question  vve ntust 
com pare the  average cost o f  credit card paym ent default to  the average po ten tia l

Table 2.6 • A  Sim ple Confusion M atrix

Computed Computed
Accept Reject

Accept True False

Accept Reject

Reject False True

Accept Reject
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Table 2.7 • Tw o  Confusion M atrices Each S h ow ing a 1 0 %  Error Rate

Model Computed Computed Model Computed Computed
A Accept Reject B Accept Reject

Accept 600 25 Accept 600 75

Reject 75 300 Reject 25 300

loss in profit realized by rejecting  individuals w h o  are good  approval candidates. 
G iven that credit card purchases are unsecured, the cost o f  accepting  credit card 
custom ers likelv to  default is m ore o f  a concern . In this case we should  choose 
M odel B because the confusion m atrices tell us that this m odel is less likelv to er- 
roneously offer a cred it card to  an individual likely to  default. D oes th e  same rea- 
soning apply for the hom e m ortgage application? Hovv abou t the application  
w here the quesdon  is vvhether to  drill for oil? As уои can see, a lthough  test set er- 
ror rate is a useful m easure for m odel evaluation, o th e r  factors such as costs in - 
curred  for false inclusion as well as losses resulting frorn false om ission m ust be 
consiđered.

Evaluating Numeric Output

A confusion m atrix  is o f  little use for evaluating supervised learner m odels offering 
num eric ou tpu t. In addition, the concept o f  classificadon correctness takes on a nevv 
m eaning vvith num ertc  ou tpu t m odels because instances cannot be directlv catego- 
rized in to  one o f  several possible ou tpu t classes. H owever, sev-eral useful measures o f  
tnodel ассигасу have been defined for supervised m odels having num eric  ou tput. 
T h c  m ost connnon  num eric ассигасу measures are m ean absolute e rro r and m ean 
squared error.

T h e  m ean absolute error for a set o f  test data is com p u ted  by find ing  the av- 
erage absolute d ifference betvveen com p u ted  and desired o u tco m e values. In a sirn- 
ilar m anner, the tnean squared error is the average squared difference betw een 
com pu ted  and desired ou tcom e. It is obvious that to r  a best test set ассигасу 
we w ish to  obtain  the  smallest possible value for each m easure. Finally, the root 
m ean squared error (rm s) is sim ply the square ro o t o f  a m ean squared error 
value. Rnts is frequently  used as a m easure o f  test set ассигасу w ith  feed-forvvard 
neural netw orks.
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Com paring Models by Measuring Lift

M arketing  applications that focus on  response rates from  mass mailings are less co n - 
cerned  w ith  test set classification error and m ore interested in building models able to 
extract bias samples from large populations. T he hopc is to  select samples that will 
show  higher response rates than the rates seen w ithin the general population. 
Supervised learner models designed for extracting bias samples from  a general popula- 
tion  are often evaluated by a measure that com cs directlv from m arketing know n as

lift. An example illustratcs the idea.
Lets consider an cxpanded version o f  the credit card prom otion  database. 

Suppose the Acme C redit Card C om panv is about to  launch a new  prom otional ofter 
w ith  next m o n th ’s credit card sta tem ent.T he с о т р а п у  has deternfined that for a tvp- 
ical m onth , approximately 100,000 credit card holders shovv a zero balance on the ir 
credit card .T he со т р ап у  has also deternfined that an average o f  1% o f  all card holders 
take advantage o f  prom otional offers included vvith their card bilhngs. Based on  this 
inform ation, approxim ately 1000 o f  the 100,000 zero-balance card holders are likely 
to  accept the nevv prom otional offer. As zero-balance card holders do  not require a 
m onth ly  billing statem ent, the problem  is to  send a zero-balance billing to  exactly 
those customers vvho vvill accept the nevv prom otion.

We can em ploy the concept o f  lift to help us choose a best solution. Lift measures 
thc change in percent concentration  o f  a desired class, C ,  taken from  a biased sample 
relative to  the concentration o f  C  vvithin the cntire population. We can form ulate hft 
using conditional probabilities. Specifically,

PfC  | Sample)
• P fC  | Population)

vvhere P (C  | Sample) is the portion  o f  instances contained in  class C  relative to  the 
biased sample population  and P (C  | Population) is the fraction o f  class C. instances rel- 
ative to the entire population. For ou r problem , C. is the class o f  all zero-balancc cus- 
tom ers vvho, given the opportunity, vvill take advantage o f  the prom otional offer.

F igure 2.4 offers a graphical representation o f  the  credit card prom otion  p rob- 
le m .T h c  graph is som etim es called a  lift chart. T h e  horizontal axis shows the  per- 
cen t o f  the total popu la tion  sam pled and th e  vertical axis reprcsents the n u m b er o f  
likelv rcspondents. T he graph displays m odel perform ance as a function  o f  sample 
s ize .T he straight line reprcscnts the general popu la tio n .T h is  line tells us that if  vve 
ranđom lv select 20% o f  the popula tion  for the m ailing, vve can expect a response 
from  200 o f  the 1000 likclv respondents Likcvvise, selecting 100% o f  the population  
vvill give us all respondents. T h e  curved line shovvs the lift achieved by em ploying
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Figure 2.4

Number
Responding

Targeted vs. m ass m ailing

%  Sampled

OiAD-tr^ O ' k l /
m odcls o f  v'arying sample sizes. For exam ple, using the in o d e l bu ilt w ith  20% o f  the 
popu la tion , vve can expect a response trom  625 o f  thc 20Д)00 sam pled individuals. 
Ву exam ining the graph , you can see that an ideal m odel vvill show  the greatest lift 
vvith the smallest sam ple size.This is represented in Fig. 2 .4 as the upper-left p o rtio n  
o f  the graph. A lthough Fig. 2 .4  is useful, the confusion m atrix  also offers us an ех - 
p lanation  about hovv lift can be incorporated  to  solve problem s.

Table 2.8 shows tw o confusion m atrices to  help us undcrstand th e  credit card 
p rom otion  problem from  the pcrspective o f  hft. T h e  confusion m atrix  shovving N o  
Model tells us that all zero-balance custom ers are sent a billing statem ent vvith the pro- 
m otional offer. Ву definition, thc lift for this scenario is 1.0 because the sample and 
the population are ldentical. T he lift for the m atrix  shovving Ideal Model is 100 
(10 0 % /1%) because the  biascd sample contains only  positive instances.

C onsider the confusion m atrices for the tvvo models shovvn inT able 2.9. T he lift 
for m odel X  is com puted  as:

r j _  540 /  24000 
L ift{model X) ш о о  ,  ш оооо
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Table 2.8 • Two Confusion Matrices: No Model and an Ideal Model

No
Model

Computed Computed 
Accept Reject

Ideal
Model

Computed
Accept

Computed
Reject

Accept

Reject

1,000 0 

99,000 п

Accept

Reject

1,000

0

0

99,000

Table 2.9
»  Two Confusion Matrices for Alternative Models w.th L.ft Equal to 2.2*

Model
X

Computed Computed 
Accept Reject

Model
Y

Computed
Accept

Computed
Reject

Accept

Reject

540 460 

23,460 75,540

Accept

Reject

450

19,550

550

79,450

w hich  evaluates to  2 .25.T h e  hft for model Y  is com puted  as:

450 /  20000 
Uft{m odelY ) -  10[)0 /  100000

w hich  also evaluates to  2.25. As was the case w ith  th e  previous exam ple, to  answer 
the question abou t w hich is a better m odel we m ust have addidonal in form ation  
abou t thc relative costs o f  false negative and false positive sclections. For o u r е х а т -  
ple, m odel Y  is a better choice i f  th e  cost savings in  tnailing fees (4000 few er m ail- 
ings) m ore than offset the loss in profits incu rred  from  fewer sales (90 fevver sales).

Unsupervised Model Evaluation

Evaluating unsupervised data tnining is, in general, a niore difficult task than super- 
vised evaluation.This is true because the goals o f  an unsupervised data m in ing  session 
are frequently n o t as clear as the  goals for supervised learning. H ere w e vvill in troduce 
a general technique that employs supervised learning to  evaluate an unsupervised 
clustering  anđ leave a m ore detailed discussion o f  unsupervised evaluation fo r later

chapters.
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All unsupervised clustering techniques com pute sorne measure o f  cluster quahty. 
A co tm non technique is to calculate the sum m ation o f  squaređ erro r differences bc- 
tvveen the instances o f  each cluster and their corresponding cluster center. Smaller val- 
ues for sums o f  squared error differences indicate clusters o f  higher quality. However, 
for a detailed cvaluation o f  unsupervised clustering, it is superviseđ learning that 
com es to  the rescue.The technique is as follovvs:

1. Perform  an unsupervised clustering. Designate each cluster as a class and assign 
each cluster an arbitrarv' nam e. For example, i f  the clustering technique outputs 
three clusters, the clusters could be giv'en the class names C j, C „  and C v

2. C hoose a random  sample o f  instances firom each o f  the classes form ed as a re- 
sult o f  the instance clustering. Each class should be represented in  the random  
sample in the same ratio as it is represented in thc cntirc dataset.T he pcrccn t- 
age o f  total instances to  sample can varv, b u t a good initial choice is tvvo-thirds 
o f  all instances.

3. Build a supervised learner m odel vvith class nam e as the o u tpu t attribu te using 
the random ly sampled instances as training data. Emplov the rem aining in - 
stances to  test the supervised m odel for classification correctness.

This cvaluation m ethod has at least tvvo advantages. First, the unsupcrvised clus- 
te ring  can be vievved as a structure supported  by a supervised learner m odel. For ех- 
ample. the results o f  a clustering created by an unsupervised algorithm  can be seen as 
a decision tree o r a rule-based Structure. A second advantage o f  the supervised evalua- 
tion  is that test set classification corrcctness scores can provide additional insight into 
the quality o f  the form ed clusters.

Finallv, a conunon  m isconception in the business vvorld is that data m ining can bc 
accom plishcd simply by choosing the right tool, tu rn in g  it loose on soine data, and 
vvaiting for answers to  problem s.This approach is doom ed  to  failure. M achines are still 
machines. It is the analysis o f  results provided by the hum an  elem cnt that ultimately 
đictates the success o r failure o f  a data tnining project. A form al K D D  process m odel 
such as the one described m  C hapter 5 vvill help provide m ore com plete ansvvcrs to 
the questions posed at the beginning o f  this section.

p 6 Chapter Summary

Data m in ing  strategics include classification, estim ation, prediction, unsupervised clus- 
tering, and m arket baskct analysis. Classification and estiination strategies are similar in 
that each strategy is employed to build m odels able to  gencrahze current outcom e.
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Hcnvever, the ou tpu t o fa  classification strategy is categorical, whereas the ou tpu t o fa n  
estim ation strategv is nunieric. A predictive strategv’ differs froni a classification or esti- 
m ation strategy in that it is used to  design models for predicting future ou tcom e 
rather than curren t behavior. U nsupervised clustering strategies are em ployed to  dis- 
cover h idden concept structures in data as well as to locate atv'pical data instances.The 
purpose o f  m arket basket analvsis is to  find interesting relationships am ong retail prod- 
ucts. Discovered relationships can be used to  design prom otions, arrange shelf o r  cata- 

log item s, o r đevelop cross-m arketing strategies.
A data m in ing  technique applies a data nrining strategy to  a set o f  data. D ata 

m in ing  techniques are defined by an algorithm  and a know ledge structure. 
C o m m o n  features that distinguish the various techniques are w h e th e r learn ing  is 
supervised or unsupervised and w hether their o u tp u t is categorical o r num eric. 
Familiar supervised data m in ing  techniques include decision tree m ethods, p roduc- 
tion  ru le generators, neural netw orks, and statistical m ethods. Association rules are a 
favorite techn ique  to r inarketing  applications. C lustering  techm ques em ploy som e 
measure o f  sim ilaritv to  g roup  instances in to  disjoint partitions. C lustering  m ethods 
are frequently  used to help d eterm ine a best set o f  in p u t attributes for bu ild ing  su-

pervised learner models.
Perform ance evaluation is probably the most critical o f  all the steps in the data 

m in ing  process. Supervised m odel cvaluation is often perform ed using a train ing /test 
set scenario. Supervised models w ith  num eric ou tpu t can be evaluated by com puting  
avcrage absolute o r average squared error differences betvveen com puted  and desired 
outcom e. M arketing applications that focus on rnass mailings are interested in  devel- 
oping models for increasing response rates to prom otions. A m arketing application 
measures the goodness o f  a m odel by its ability to lift response rate thresholds to  levels 
vvell above those achieved by naive (mass) m ailing strategies. U nsupervised models 
support some tneasure o f  cluster quality that can be used for evaluative purposes. 
Supervised learning can also be em ployed to evaluate the quality ot" the clusters 

form ed by an unsupervised m odel.

Кеу Terms

A ssociation rule. A production  rule vvhose consequent may contain  m ultiple con- 
ditions and attribute relationships. An ou tpu t attribute in one association ru le can 
be an input attribute in  ano ther rule.

Classification. A supervised learning strategy vvhere the ou tpu t attribute is categori- 
ca l.T he emphasis is on  build ing m odels able to  assign nevv instances to  on e  ot a 
set o f  vvell-defined classes.
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C onfusion m atrix.A  m atrix used to  sum m arize the results o fa  supervised classifica- 
tion. Entries along the main diagonal represent the total num ber o f  correct classifi- 
cations. Entries o ther than those on  the m ain diagonal represent classification errars.

Data m in in g  strategy. An outline o f  an approach for problem  solution.

D ata m in in g  technique. O n e o r m ore  algorithm s to g e th er vvith an associated 
knovvledge structure.

D ependent variable. A variable w hose value is determ ined  by a com bination  o f  one 
o r m ore independent variables.

E stim ation . A supervised learn ing  strategy vvhere the  o u tp u t a ttr ib u te  is num eric. 
Emphasis is on  determ ining cu rren t rather than future outcotne.

Independent variable. An input attribu tc used for build ing supervised o r unsuper- 
vised learner rnodels.

Lift. T h e  probability o f  class C  given a sam ple taken from  population  P dividcd by 
the probabilitv o f  C  given the entire population  P.

Lift chart. A graph that displays the perform ance o f  a data m ining m odel as a func- 
tion o f  sample size.

Linear regression. A supervised learning technique that generahzes num eric data as 
a hnear equation .T he equation defines the value o f  an ou tpu t attribu te as a hnear 
sum  ofvveighted inpu t attribute values.

Market basket analysis. A data m in ing  strategv that attem pts to  find interesting ге- 
lationships am ong retail products.

M ean absolute error. For a set o f  tra inm g o r test set instances, the m ean absolute 
e rro r is the average absolute d ifference betvveen dassifier p red ic ted  o u tp u t and 
actual output.

M ean squared error. For a set o f  train ing o r test set instances, the m ean squared er- 
ro r is the average o f  the sum  o f  squared differences betvveen classifier predicted  
ou tpu t and actual output.

Neural network. A set o f  in terconnected  nodes designed to  im itate the functioning 
o f  the hum an brain.

O utliers. Atypical data instances.

Prediction. A supervised learning strategy designed to  determ ine fu ture outcom e.

R oot m ean squared error. T he square roo t o f  the m ean squared error.

RuleMaker. A supervised learner m odel for generating production  rules from data.

Statistical regression. A supervised learn ing  techn ique th a t generalizcs num erical 
data as a m athem atical equa tion .T he  equation  defines the value o f  an ou tpu t at- 
tribu te as a sum o f  vveighted input attribu te values.
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2.8 Exercises

Review Questions

1. D ifferentiate benveen the follovving terms:

a. data m ining tcchnique and data m ining strategy

b. dcpendent variable and indcpendent variable

2. C an a data m ining strategy be applied vvith m ore than one data m ining tech- 
nique? C an a data m in ing  technique be used for m ore than one strategv? 

Explain your ansvvers.

3. State vvhether each scenario is a classification, estimation, o r prediction problem.

a. D eterm ine a freshm an’s likelv first-vear grade po in t average from  the stu- 
d en t’s com bined  Scholastic A p titude Test (SAT) score, h ig h  school class 
standing, and the total num ber o fh ig h  school science and m athem atics 

credits.

b. D evelop a m odel to  detcrm ine if  an ind iv idual is a good  candidate fo r a 

hom e m ortgage loan.

c. Create a rnodel able to determ ine if  a publicly traded с о т р а п у  is likely to 

split its stock in the near future.

d. D evelop a profile o f  an individual vvho has received th ree o r  т о г е  traffic 

violations in the past уеаг.

e. C onstruc t a m odel to characterize a person  vvho frequently  visits an on- 
hne auction site and makes an average o f  at least one online purchase per 

m onth .

4. For each task listed in question 3:

a. C hoose a best data m in ing  techn ique . E xplain  vvhv the  tech n iq u e  is a 

good choice.

b. C hoose one tech n iq u e  that vvould be a p o o r choice. Explain w h y  the 
technique is a poo r choice.

c. Develop a list o f  candidate attributes for each problem .

5. Scveral data m ining techniques vvere presented in this chapter. I f  an explana- 
tion  o f  vvhat has been  learned is o f  m ajor im portance, vvhich data m ining 
techniques w ould you consider? W hich  o f  the  presented techniques do not 
explain vvhat thcy discover?

2.8 •  Exercises 63

6. Suppose you have used data m ining to  dcvelop tvvo alternative models de- 
signed to accept or reject hom e m ortgage applications. B oth models shovv an 
85% test set classification correctness.T he nrajority o f  errors m ade by m odel A 
arefalse accepts vvhereas the m ajority  o f  errors m ade by m odel B are false rejects. 
W hich  m odel should you choose? Justify your ansvver.

7. Suppose you have used data m in ing  to  develop tvvo alternative models de- 
signed to decide vvhether o r n o t to  drill for oil. B o th  models show an 85% test 
set classification correctness.The majoritv' o f  errors m ade by m odel A are false 
accepts vvhereas the m ajoritv o f  errors m ade by m odel B arc false rejects. W hich 
m odel should vou choose? Justifv' your ansvver.

8. Explain hovv unsupervised clustering can be used to evaluate the likely success 
o f  a supervised learner tnodel.

9. Explain hovv supervised learning can be used to help evaluate thc results o f  an 
unsuperviseđ clustering.

Data Mining Questions

1. Dravv a sketch o f  the feed-forvvard neural netvvork applicd to  the  credit card 
prom otion database in the section tided N eural Netvvorks.

2. D o you ow n a credit card? I f  so, log vour card usage fo r the nex t m onth . 
Place inform ation about each purchase iti an Excel spreadsheet. Keep track 
o f  the date o f  purchase, the purchase am ount, thc city and state vvhere the 
purchase vvas m ade, and a general purchase category (gasoline, groceries, 
d o th in g , etc.). In  addition, keep track o f  апу o thcr in form ation  vou believe 
to  be im portan t that w ould  also be available to  y o u r credit card сотрап у . In 
C hap tcr 9 you vvill use a neural netvvork to  build a profile o f  vour credit card 
purchasing habits. O nce  built, the m odel can be applied to  nevv purchases to  
determ ine the likelihood that the purchases have been m adc by vou or by 
som eone else.

Computational Questions

1. C onsider the follovving three-class confusion m atrix. T he m atrix  shows thc 
classification results o f  a supervised m odel that uses previous voting records to 
determ ine the political party affihation (Republican, Dem ocrat, or Independent) 
o f  m em bers o f  the U nited States Senate.



Chapter 2  •  Data Mining: A Closer Look

Computed Decision

Rep Dem Ind

Rep 42 2 1

Dem 5 40 3

Ind 0 3 4

a. W hat percent o f  the instances were correctlv classified?

b. A ccording to  the confusion m atrix , how  many D em ocrats are in  the 
Senate? H ow  m any Repubhcans? H ow  шапу Independents?

c. H ow  m any R epublicans w erc classified as belong ing  to  the D em ocratic 
Party?

d. H ow  m any Indcpendents w ere classified as Republicans?

2. Suppose w e have tw o classes each w ith  100 instances. T h e  instances in one 
class contain  inform ation about individuals w h o  currently have credit card in- 
surance.The instances in the second class include inform ation about individu- 
als w ho  have at least one credit card but are w ithou t credit card insurance. Use 
the follow ing rule to  answer the questions below:

IF Lit'e Insurance = Yes & Incom e > $50K  
THEN Credit Card Insurance = Yes 

Rule Ассигасу = 80%
Rule Coverage = 40%

a. H ow  m anv individuals represented by the  instances in  the class o f  credit 
card insurance holders have life insurance and m ake m ore than  $50,000 
per уеаг? / ,

b. H ow  m anv instances representing individuals w ho do no t have credit card 
insurance have life insurance and make m ore than $50,000 per уеаг? ; '

3. C onsider the confusion m atrices shown below.

a. C om pu te  the lift for M odel X.

b. C om pu te  the lift for M odel Y.

Model Computed Computed Model Computed Computed
X Accept Reject Y Accept Reject

Accept 46 54 Accept 45 55

Reject 2,245 7,655 Reject 1,955 7,945
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4. A certain  maUing list consists o f  P  names. Suppose a m odel has been built to 
determ ine a select group o f  individuals from  the list w ho \\’Ш receive a special 
flyer. As a second op tion , the flyer can be sent to  all individuals on  the list. Use 
the no tation  given in the confusion m atrix  below to show that the lift for 
choosing the m odel over sending the flyer to the entire population  can be 
com puted  w ith the equation:

C flP
L[ f t~ ( С „ + С а )(Си + С „ )

Send Computed Computed
Flyer? Send Don't Send

Send C,, C,2

Don’t Send C2, С2г

e<,

ел

г С ^ л ) (  C J ,  "  С Ч  J ( С / / 4С , Ј Г c „  K  г л Ј



Chapter

Basic Data Mining Techniques

C h a p te r O b je ctive s

► U nderstanđ an algorithni for constructing  đecision trees.

► Knovv an efficient technique for generating association rules.

► U nđerstand hovv support and confidence are used to  deterrnine 
the value o f  an association rule.

► U nderstand hovv the K -M eans a lgon thm  is used to  partition 
instances containing num eric data in to  disjoint clusters.

► U nderstand how  genetic algorithm s perform  supervised 
learning and unsupervised clustering.

► Knovv how  to  choose a data m ining techn ique for a specific 
problem .

67



This chapter offers a tutorial o f  several com m on data m in ing  techniques. We chose to  
detail these m ethods here so the reader no t requiring  an in -dep th  study o f  the tech- 
niques presented later in the text can see how  data m ining algorithm s build models to  
generalize data. In Section 3.1 wc focus on supervised learning by presenting a stan- 
dard algorithm  for creating decision trees. In Section 3.2 w e dem onstrate an efficient 
technique for generating association ru les.T hc focal po in t o f  Section 3.3 is unsuper- 
vised clustering and the K-M eans algorithm . Section 3.4 shows you how  genetic al- 
gorithm s can perform  supervised learning and unsupervised clustering. We conclude 
this chapter vvith a b rie f discussion about things to considcr vvhen choosing a data 

m in ing  technique.
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Decision Trees

D ecision trees are a popular structure for supervised learn ing . Countless articles have 
been vvritten about successfol applications o f  decision tree models to  real-vvorld prob- 
lem s.W e in troduced the C 4.5  decision tree m odel in  C hap ter 1. In this section we 
take a closer look at the algorithm  used by C 4.5  for bu ild ing  đecision trees. We then 
apply this algorithm  to the credit card prom otion database described in  C hapter 2.

An Algorithm for Building Decision Trees

D eđsion  trees are constructed using only those attributes best able to  differentiate the 
concepts to be learned. A decision tree is built by initially selecting a subset o f  in- 
stances from a training set.This subset is then used by the algorithm  to construct a de- 
cision tree. T he rem aining training set instances test the ассигасу o f  the  constructed 
tree. If  the decision tree classifies the instances correctlv, the procedure term inates. It 
an instance is incorrectly classified, the instance is added  to  the selected subset o f 
training instances and a new  tree is constructed. T his process continues until a tree 
that correctly classifies all nonselected instances is created or the decision tree is built 
from the entire training set. We ofier a simphfied version o f  the algorithm  that em - 
plovs the entire set o f  training instances to build  a decision tree .T he steps o f  the algo- 
rithm  are as follovvs:

1. Let T  be the set o f  training instances.

2. Choose an attribute that best differentiates the instances contained in T.

3. C reate a tree node w hose value is the  chosen attribute. C reate child links froni 
this node where each link represents a un ique value for the chosen attribute. 
Use the chilđ hnk values to further subdivide the instances in to  subclasses.
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4. For each subclass created in step 3:

a. If  the instances in the subclass satisfy predefined criteria o r if  the set o f  re- 
m aining attribute choices for this path o f  the tree is null, specifv the classi- 
fication for nevv instances follovving this decision path.

b. If the subclass does no t satisfy the predefined criteria  and there is at least 
one attribute to  fiirther subdivide the path o f  thc tree, let 7' be the currcnt 
set o f  subclass instances and return to step 2.

Before vvc show уои hovv to applv the algorithm  to a set o f  data, a w ord about at- 
tribute selection (step 2 o f  thc algorithm ) is in  o rdcr.T he attribute choices made vvhen 
building a decision tree determ ine the size o f  the constructed tree. A m ain goal is to 
m inim izc the num ber o f  tree levels and trce nodes, thereby m axim izing data general- 
ization. C 4.5 uses a measure taken from information tlieor)’ to  help vvith the attribute se- 
lection process.The basic idea is that for апу choice point in the tree, C 4.5 selects the 
attribute that splits the data so as to  shovv the largest am ount o f  gain in  inform ation.To 
shovv this, suppose vvc have n possible outcom es (classes).The inform ation conveved by 
апу o f  these outcom es can be mcasured in bits as - lo g ,( l /n ) .  For example, vvith n = 4, 
vve have - lo g ,( l /4 )  = ? .T h a t is, it takes tvvo bits to  represent four possible outcom es 
(00 ,01 ,10 , and 11). Stated another vvay, tvvo bits uniquely identify four classes. Suppose 
attribute A is chosen for the next data split, and the spht results in an average o f  tvvo 
classes for each ncvv branch o f  the tree. Becausc o f  this, each tree branch vvill require an 
average o f - lo g , ( l /2 )  =  1 b it to  represent tvvo possible ou tcom es.T herefore choosing 
attribute A results in an inform ation gain ot one bit. At each choice point in the tree 
C 4.5 com putes a gain ratio based on this idea for all available attributes. T h e  attribute 
w ith the largest value for this ratio is selected to spht the data.

A đetailed discussion o f  hovv C 4.5  uses the gain ratio m easure to  determ ine a best 
attribu te choice is bevond the scope o f  ou r discussion. However, i f  уои are interested 
in  seeing hovv the gain ratio formulas are applicd, A ppendix C  contains a detaileđ ех- 
am ple for уои to  stuđy. F or ou r purposes vve offer an intuitive approach to  the process 
o f  attribute selection. L et’s applv the simplified decision tree algorithm  to the credit 
card p rom otion  database defined in C haptcr 2!

We follovv our prev'ious vvork vvith this dataset and designate life insurance promo- 
tion as the ou tpu t attribute. O nce  again vve vvish to đevelop a predictive model. 
Therefore the input attributes are lim ited to income rangc, credit card insurance, sex, and 
age. Table 3.1 shows the training data. W ith the training data selected vve can proceed 
to  step 2 o f  the algorithm , vvhich tells us to  choose an inpu t attribu te to  best differen- 
tiate the instances o f  the training data. O u r  choices are income range, credit card insurance, 
$ex, and age. Let’s look  at each possibility.

For o u r first choice vve consider income range. Figure 3.1 shovvs the partial tree 
created in step 3 o f  the algorithm  provided incoine range is sclected as the top-level
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Table 3.1 • The Credit Card P rom otion  Database

Income
Range

Life Insurance 
Promotion

Credit Card 
Insurance Sex Age

40-50K No No Male 45

30-40K Yes No Female 40

40-50K No No Male 42

30-40K Yes Yes Male 43

50-60K Yes No Female 38

20-30K No No Female 55

30-40K Yes Yes Male 35

20-30K No No Male 27

30-40K No No Male 43

30-40K Yes No Female 41

40-50K Yes No Female 43

20-30K Yes No Male 29

50-60K Yes No Female 39

40-50K No No Male 55

20-30K Yes Yes Female 19

Figure 3.1 • A  partial decision tree w ith  root no d e  =  incom e  range

2 Yes 4 Yes 1 Yes 2 Yes
2 No 1 No 3 No
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node. T h e  total yes and tw counts for the ou tpu t attribute (lifc insurance promotion) are 
shovvn at the bo ttom  o f  each branch o f  the partial tree.To evaluate this choice w e first 
make the value o f  each path  o f  the partial tree the m ost frequently encoun tered  class. 
W e have tw o instances from  each class following the branch given by income range = 
2 0 -3 UK.Therefore we can select either life insurancepromotion = no o r life insurance pro- 
motion = yes as the value o f  the path .T o break the tie we op t for the m ost frequently 
o ccurring  class, w hich is life insurattce promotion = yes. For the branch show'ing income 
ratige = 3 0 -4 0 K  we choose life insurance protnotion = yes as the value o f  the path. For 
income ratige = 4 0 -5 0 K  we choose life insurance promotion = no, and for income range = 
5 0 -6 0 K  w e select life insurance protnotion = yes.

U p o n  m aking these selections the partial tree correctly classifies 11 o f  the 15 
train ing set instances. T h e  result is a training set classification correctness o f  over 
73%. This simple m easure tells us som cthing about the ability o f  the a ttribu te  to 
group the instances into the defined classes. H ow ever, the measure does n o t take into 
accoun t the generalization capabilities o f  the attribute. For exam ple, w hat happens 
w 'hen the training data contains an attribute, such as an identification num ber, that is 
un ique to  each instance? Obviously, each training instance is correctly  classified by its 
un ique identification num ber. T heretore the training set classification correctness 
score for the attribute will be 100%. Hovvever, p icking such an attribu te is a mistake, 
as the final decision tree w'ill be a one-level structure having a un ique path for each 
train ing  instance!

A sim ple vvav to add a generalization factor to  the ассигасу measure is to  divide 
training set ассигасу by the total num ber o f  branches added to  the tree as a result o f  
the attribu te choice. In this way attribu te selections resulting in fevver additional tree 
branches will be favored.To apply this m cthod  to  the incom e range attribute vve di- 
vide the ассигасу score o f  11/15 by 4.This results in  a goodness score for attribu te in- 
com e range o f  approxim ately 0.183.

Let’s consider credit card insurance as a candidate for the top-level node o f  the deci- 
sion tree. Figure 3.2 displays the partial tree created in step 3 o f  the algorithm  pro- 
vided credit card insurance is the selected attribute. U sing the same reasoning as just 
điscussed. we tcrm inate the tree building process here and calculate thc training set 
classification ассигасу o f  the partial tree. For the branch credit card insurattce = no w'e 
have six yes and six no responses to  the hfe insurance prom otion . O nce again vve break 
the tie by selecting the tnost frequently occurring  class, vvhich is life insurance promotion 
= yes. For the branch shovving credit card insurance = yes vve choose life insurance promo- 
tion = yes. To summ arize, follovving either path o f  the tree w e alvvays makc the choice 
life insurance promotion = yes. T he resulting training set ассигасу is 60% (9 o f  15 correct 
choiccs). Div'iding 0.60 by the num ber o f  branches added to  the tree as a result of the 
attribu te choice provides a goodness score o f  0.30.

W c novv consider the num eric attribu te age as a possible choice for the top-level 
node o f  the decision tree. A com m on m ethod  for processing num eric data is to  sort
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Figure 3.2 • A partial decision tree with root node — credit card insurance

the values and consider binarv splits betvveen each pair o f  values. For our exam ple, 
vvith Y denoting  yes and N  indicating no, the ages are first sorted as:

19 27 29 35 38 39 40 41 42 43 43 43 45 55 55

Y N Y Y Y Y Y Y N Y Y N N N N

A goodness score is then com puted for each possible split po in t.T h at is, the score 
for a binarv split betvveen 19 and 27 is com puted as is the score for a split betvveen 27 
and 29. This process continues until a score for the split betvveen 45 and 55 is ob- 
tained. In this vvav each split po in t is treated as a separate attribute vvith tvvo values. In 
m aking this com putation for each choice роЈт.^тСгТГтрЈе h eu n štiy tells us that 43 
results in  the best split o f  the data. W e associate lije insurance promotnm — yes vvith ауе 
<= 43 and life insurancepromotion — uo vvith age > 43. T h e  training set ассигасу is 80% 
(12 o f  15 correct), and the goodness score for this a ttribu te  is 0.40.

Finally, vve consider attribute sex as a candidate top-level node. C hoosing sex re- 
sults in a goodness score o f  approxim ately 0.367. We leave the com putational details 
for this sclection as an exercise. C om paring  the four results vve see that attribu te age 
offers the best score am ong the possiblc attribute selections. Therefore vve m ake age 
thc attribu te o f  choice and execute step 3 o f  the decision tree a lgorithm .T he partial 
tree vvith age as thc top-level node is shovvn in Figure 3.3.

S tep 4a ot" the  algorithm  requires us to  exam ine each branch  o f  the partial tree 
to  d e te rm in e  i f  vve are to  con tinue  the trec bu ild ing  p rocess.T he algorithm  states 
tvvo possibilities for te rm in atin g  a path  o f  the tree. First, if  the  instances follovving a
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Figure 3.3 • A partial decision tree with root node =  age

X  \
9 Yes 0 Yes
3 No 3 No

giv'en branch satisfv a p redeterm incd  c r ite r io n , such as a m in im um  tra in ing  set 
classification ассигасу, th e  branch becom es a term inal p a th .T h e  path  is then as- 
signed th e  value o f  the  m ost frequcntly  o cc u rrin g  class. An obvious te rm ination  
crite rio n  is that all instances follovving a specific path rnust be from  the  sam e class. 
A second possibility for te rm inating  a path o f  the  tree is the lack o f  an a ttr ib u te  for 
co n tin u in g  the tree sp litting  process.To be sure, i f  a categorical a ttr ib u te  is selected, 
its values are able to  div ide the tree but once. Hovvever, a num erical a ttr ib u te  can 
be used to  split the data scveral tim es. For o u r exam ple the tra in ing  instances fol- 
lovving the branch having age > 43 all have a value o f  no for life insurance p rom o- 
tion . T herefo rc  we te rm inate  this path and labcl the leaf node as life insurance 
promotion =  no.

N ex t vve consider th e  path vvith age < =  43. This path shovvs 9 instances having 
yes for the ou tpu t attribu te and 3 instances having no for the ou tpu t attribute. As 
there is at least one m ore a ttnbu te  to applv, w e are able to  continue building the tree. 
N otice that step 4b o f  the algorithm  tells us the instances follovving this path are as- 
signed as the nevv value o f  T. After the assignm ent for 'ffsteps 2, 3, and 4 o f  the algo- 
rithm  are repeatcd.This process continues until all paths m eet the term ination  criteria 
o r  until all possibilities for attribute selections have been exhausted.

Decision Trees for the Credit Card Promotion Database

We applied Uvo im plcm entations o f  C 4 .5  to  the data inT able 3 .1 .T h e  versions vary 
shghtlv in the ir proccss for selecting attributes. T h e  decision trees forined by each 
im plem entation  are shovvn in Figures 3 .4  and 3.5. T he tree in Figure 3.4 contains
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Figure 3.4 • A th re e -n o d e  decision tree for the credit card database

/  \
No (4/1) Yes (2/0)

three nodes and was crcated by the most recent version o f  C 4.5 . It is w orth  no ting  
that the gain ratio com putation chose attribute age w ith  a split at age = 43 as the to p - 
level node. Following the righ t branch o f  the tree we see individuals vvith age greater 
than 43 did not take advantage o f  the life insurance pro ino tion . T h e  3 shovvn in 
parentheses indicates that three o f  the training instances follovv this p a th .T h e  0  tells 
us that ail three classifications are correct. N o tice that th e  branch for credit card itisur- 
апсе =  i i o  shovvs one incorrect classification. T he incorrec t classification tells us that 
one m ale individual w ith age less than or equal to 43 d id  no t purchase credit card in- 
surance b u t said yes to  the life insurance prom otion. As all the o ther classifications are 
correct, the tree is able to accurately classify 14 o f  the 15 training instances.

T h e  tree in Figure 3.5 has tvvo rather than three nodes. As w ith the tree in Figure 
3.4, the  tree shovvs attributes credit card insurance and sex. Hovvever, the tree does not 
have a test for the age attribute. As you can see, the decision tree in Figure 3.5 incor- 
rectly classifies tvvo training instances.
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Figure 3.5 • A  tw o -n o d e  decision tree for the credit card database

Yes (6/1) No (6/1)

At first though t it secms highly unlikely to  have a situation w here a decision tree 
is unablc to  correctly classifv all training instances. Let s use the decision tree in Figure 
3.4 to see hovv this can happen.Table 3.2 displays the four training instances that fol- 
lovv thc decision tree path  in Figure 3.4 to  credit card insurance = no. At this po in t the 
algorithni either decides th e  predefined criteria stated in step 4a o f  the algorithm  have 
becn satisfied o r selects a nevv attribute to  further subdivide the instances. Table 3.2 
tells us that the first threc instances have life insurance promotion = no. T h e  fourth in- 
stance has life insurance proinotion = yes. Hovvever, the fourth  instance is identical to thc 
second instance vvith the exception o f  the value for life ittsurance promotion and the 
value for age. As life insurance promotion is thc ou tpu t attribute, the onlv possible at- 
tribu tc choice is agc. As no ted  earlier, once a categorical attribu te has been  selected as 
a tree node, it cannot be pickcd again. However, num erical attributcs can be used sev- 
eral tim es provided a nevv split po in t is chosen each tim e the attribute is selected. 
Therefore the alternatives are to te rm inate fu rther developm ent o f  thc path or to em - 
ploy the attribute age and create a new  node. As you can see, the algorithm  chose to 
term inate the tree building process. Let s exam ine the alterative.

Table 3.2 shovvs an age o f  29 for the single instance vvith life insurance promotion = 
yes.T h e onlv possibilitv for a split on  age is to  m ake one path w ith age <= 29  and the 
second path having age > 29 .T he first and third instances o f  Table 3.2 follovv age > 29.
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Table 3.2 • Tra in in g  Data Instances F o llow ing  the  Path in Figure 3.4 to  Credit Card 

Insurance =  No

Income Life Insurance Credit Card

Range Promotion Insurance

40-50K No No

20-30K No No

30-40K No No

20-30K Yes No

Sex

Male

Male

Male

Male

Age

42 

27

43 

29

As both  instances shosv yes for life insurance prom otion , the path is te rm inal.T he path 
for age < =  29  requircs another split on  the age attribute (age < =  2 7  and age > 2 1  are 
possibilities) for the tree to successfullv classify all training instances.The end result is a 
decision tree w ith  five nodes. Hovvever, instead o f  creating tvvo new  tree nodes to 
ehm inate the incorrec t classification, the logic o f  the algorithm  gives preference to  a 

o-e*i/»ra1 frfc structure and discounts the error.

Decision Tree Rules
In C haptcr 1 you saw how  a decision tree can b e  m apped to a set o f  production  rules 
by vvriting one rulc for each path o f  thc tree. As rules tend  to be m ore appealing than 
trees, several variations o f  the basic tree to ru le m apping have been studied. M ost vari- 
ations focus on simplifving an d /o r  elim inating cxisting rules. To illustrate the rule 
sim plification process, consider the decision tree in Figure 3.4. A rule created by fol- 

lovving one path o f  the tree is show n here:

IF Age <= 43 & Sex = Ма!е & Credit Card Insurance = No 
THEN Lit'e Insurance Promotion = No

T h e  antecedent conditions for this rule cover 4 o f  the 15 train ing set instances vvith a 
75% accuracv. Let s simplify the rule by elim inating the antecedent condition  for age. 

T h e  simplified rule takes the form:

IF 5ex = Male & Credit Card Insurance = No 
THEN Life Insurance Promotion = No

Ву exam iningTable 3.1 we see the antecedent o f  the simplified ru le covers six in- 
stances. As the ru le  consequent covers five o f  the six instances, the ассигасу o f  the
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simplified rule is approxim ately 83.3%. Therefore thc simplified rule is m ore general 
and m ore accurate than the original rule! A t first thought it seems hard to believe that 
rem oving a conditional test can actuallv improve the ассигасу o f  a rule. Hovvever, 
closer exam ination shows w hy elim inating the test gives a bc tte r result.To see this, no- 
tice that rem oving the age attribute from the rule is equivalent to deleting the at- 
tribute from  thc tree in Figure 3.4. In do ing so, the threc instances follovving the path 
age > 43 must now  follow  the same path as those instances traversing age < =  43. All 
three instances vvith age > 43 are m em bers o f  the life insurance promotion = no class.Tvvo 
o f  these three instances are o f  male gender vvith credit card insurance =  no. B oth  in- 
stances satisfy the prcconditions and consequent condition  o f  the sim plified rule. 
Because o f  this, the preconditions for the nevv rule are satisficd by six instances, five o f  
w hich have no as thc value o f  life insurance promotion.

M ost decision tree im plem entations autom ate the process o f  rule creation and 
sim plification. O nce rules have been simplified a n d /o r  elim inated the rules are or- 
dered so as to  m inim ize error. Finally, a default rule is chosen .T he default rule states 
the classification o f  an instance not m ceting the preconditions o f  апу hsted rule.

Other Methods for Building Decision Trees

We ju st described the basics o fC 4 .5 — Q uin lan !s m ost recent noncotnm ercial decision 
tree build ing algorithm . Hovvever, sevcral o ther algorithm s for building decision trees 
exist. ID3 (Q uinlan, 1986) has been studied extensively and is the precursor to  C4.5. 
C A R T  (Breim an et al., 1984) is o f  particular interest as several cotnm ercial products 
im plem ent variations o f  the algorithm . In addition, C A R T  vvas the first systcm to in - 
troduce regression trees. Essentiallv, regression trees take the form  o f  decision trees 
vvhere the leaf nodes are num erical rather than categorical values.

C A R T  is very sitnilar to C 4.5 , b u t there are several differences. O n e  notable dif- 
ference is that C A R T  alvvavs perform s binarv splits on the data regardless o f  vvhether 
attribu tes are categorical o r  num eric. A second difference is that C A R T  invokes test 
data to  hclp p ru n e  and thcrefore generahze a created  b inarv  tree, vvhereas C.4.5 uses 
onlv tra in ing  data to create a final tree structure. C H A ID  (Kass, 1980) is a second de- 
cision tree building algorithm  o f  in terest found in  com m ercial statistical packages 
such as SAS and  SPSS. C H A ID  differs from  C 4.5  and C A R T  in that it is lim ited to 
vvorking vvith categorical attributes. C H A ID  has a statistical flavor as it uses the X 2 
statistical tcst o f  significance to determ ine candiđate attributes for build ing the deci- 
sion tree.

General Considerations

Decision trees have several advantages. H ere is a list o f  a fevv o f  the гпапу advantages 
decision trccs have to offer.
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•  D eđsion  trees are easy to  understanđ and map nicely to a set o f  production  rules.

•  D ecision trees have been successfully applied to real problems.

•  Decision trees make no  prior assumptions about the nature o f  the data.

•  Decision trees are able to  build modeLs vvith datasets containing num erical as vvell
as categorical data.

As vvith all data m ining algorithm s, there are several issues surrounding đecision tree
usage. Specifically,

•  O u tp u t a ttribu tes m ust bc categorical, and m ultiple o u tp u t attribu tes are no t 
allovved.

•  Decision tree algorithm s are unstable in that shght variations in the training đata 
can result in different attribute selections at each choice po in t vvithin the tree. 
T he effect can be significant as attribute choices affect all descendent subtrees.

•  Trees created from  num eric datasets can be quite com plex as attribute splits for 
num eric data are tvpicallv binary.

3.2 Generating Association Rules

rAffinity analvsis is the general process o f  determ ining vvhich things go together. A 
tvpical application is market basket analysis, vvhere the desire is to determ ine those items 
likely to be purchased by a custom er during  a shopping experience.jThe output o f  the 
m arket basket analysis is a set o f  associations about custom er-purchase behavior.The as- 
sociations are given m  the fo rm  o f  a special set o f  rules knovvn as association rules. The 
associadon rules are used to help determ ine appropriate product m arketing strategies. In 
this section vvc describe an efficient procedure for generating association rules.

Confidence and Support

Association rules are unlike traditional classification rules in that an attribute appear- 
ing  as a preconđition  in one rule may appear in the consequent o f  a second rule. In 
addition, traditional classification rules usual]y lim it thc consequent o f  a rule to a sin- 
gle attribute. Association rule generators allovv the consequent o f  a rule to  contain one 
o r  several attribu te values.To shovv this, suppose vve vvish to detern tine if  there аге апу 
interesting relationships to be found in custom er purchasing trends am ong the follovv- 
ing  four grocerv store products:
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•  M ilk

•  Cheese

•  Bread

•  Eggs

Possible associations include the follovving:

1. I f  custom ers purchase m ilk they also purchase bread.

2. If  custom ers purchase bread they also purchase milk.

3. If custom ers purchase ntilk and eggs thev also purchase cheese and bread.

4. I f  custom ers purchase milk, cheese, and eggs they also purchase bread.

T he first association teOs us that a custom cr vvho purchases ntilk is also likelv to 
purchase b read .T he obvious question is "Hovv likely vviU the event o fa  m ilk purchase 
lead to a bread purchase?” To ansvver this each association ru le has an associated con -  
fidence. For this ritic confidence is the conditional probabilitv' o f  a bread purchase 
given a ntilk  purchase.Therefore if  a total o f  10,000 custom er transactions m voh'e the 
purchase o f  milk, and 5000 o f  those same transactions also contain  a bread purchase, 
thc confidence o f  a bread purchase given a ntilk purchase is 5000/10 ,000  =  50%.

Novv consiđer the second rule. Does this rule give us the same inform ation as the 
first rule? T h e  ansvver is an obvious no! W ith  the first rule the transaction dom ain 
consisted o f  aU customers vvho had made a milk purchase. For this rule the dom ain is 
the set o f  aU custom er transactions that shovv the purchase o f  a bread item . As an ех- 
am ple, suppose vve have a total o f  20,000 custom er transactions involving a bread pur- 
chase and o f  these, 5000 also involve a ntilk purchase.This gives us a confidence value 
for a ntilk purchase given a bread purchase o f  25%.

A lthough the third and fourth  rules are m ore com plex, thc idea is thc sam e.The 
confidence for the third ru le teUs us the likehhood o f  a purchase o f  bo th  cheese and 
bread given a purchase o f  ntilk and eggs. T h e  confidence for the fourth  rule teUs us 
the Ukelihood o f  a bread purchase givcn the purchase o f  ntilk, cheese, and eggs.

O n e  im portan t piece o f  inform ation a rule confidence value does no t offer is 
the percent o f  aU transactions contain ing the attribu te values found in an association 
rule. This statistic is knovvn as the support for a rule. Support is simply the ntini- 
m u m  percentage o f  instances (transactions) in the đatabase that contain aU items 
listed in a specific association rule. In the nex t section you vvtil see hovv item  sets use 
confidence and support to  set lintits on the total num ber o f  association rulcs for a 

given dataset.
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Mining Association Rules: An Example

Association rules can be generated using a traditional approach, hosvever, w hen scveral 
attributes are present, this process becom es unreasonable because o f  the large num ber 
o f  possible conditions for the consequent o f  each rule. Special algorithms have been 
developed to  generate association rules efficientlv. O n e  such algorithm  is the apriori al- 
go rithm  (Agravval et al., 1993). This algorithm  generates vvhat are knovvn as item  
sets. Item  sets are attribute-value com binations that m eet a specified coverage re- 
quirem ent. T hose attributc-value com binations that do n o t m eet the coverage re- 
quirem ent are discarded. Because o f  this, the rule generation process can be 
com pleted in  a reasonable am ount o f  time.

Apriori association rule generation is a tw o-step process. T h e  first step is item  set 
generation. T h e  second step uses thc generated item  sets to create a set o f  association 
rules. W e illustrate the idea w ith  the subset o f  the credit card p rom otion  database 
shovvn inTable 3 .3 .T he income range and age attributes have been  eliminated.

To begin, we set the m inim um  attribute-value coverage requirem ent at four 
item s.T he first itein set table created contains single-item  sets. S ingle-item  sets repre- 
sent individual attribute-value com binations extracted from  the original đataset. We 
first consider the attribute magazine promotion. U p o n  exam ining the table values for 
rnagazine promotion, w e see seven instances have a value o f  yes and three instances con- 
tain the value no. Thcrefore magazine promotion = yes represents a vahd item  set to be 
added to the single-item  set table. As magazine promotion = no does no t m eet the cov- 
erage requirem ent, magazine promotion = no is no t added to the single-item  set table.

Table 3.3 •  A Subset of the Credit Card Promotion Database

Magazine
Promotion

Watch
Promotion

Life Insurance 
Promotion

Credit Card 
Insurance Sex

Yes No No No Male

Yes Yes Yes No Female

No No No No Male

Yes Yes Yes Yes Male

Yes No Yes No Female

No No No No Female

Yes No Yes Yes Male

No Yes No No Male

Yes No No No Male

Yes Yes Yes No Female
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Table 3.4 • Single-ltem Sets

Single-ltem Sets Number of Items

Magazine Promotion =  Yes 7

Watch Promotion =  Yes 4

Watch Promotion =  No 6

Life Insurance Promotion =  Yes 5

Life Insurance Promotion =  No 5

Credit Insurance Promotion =  No 8

Sex =  Male 6

Sex =  Female 4

Table 3.4 shovvs all single-item  set values from Table 3.3 that m eet the m in im um  cov- 
erage requirem ent.

We now  com bine single-item  scts to create tvvo-item sets vvith the same coveragc 
restriction. We need only consider attribu te value com binations derived from  the sin- 
g le-item  set table. Let s start w ith magazine promotion = yes and watch promotion = yes. 
As there are only three matches, this com bination is no t added to the tvvo-item set 
tablc. N ex t vve ехагшпе magazine promotion = yes and watch proniotion = no. Four in- 
stances satisfv this com bination, therefore this vvill be our first entry in the tvvo-item 
set table. W e then consider magazine promotion = yes and life insurance promotion = yes. 
As there are five instance matches, w e add this com bination  to  the tvvo-item set table. 
We now  try magazine proniotion = yes and life insurance promotion = tio. As there are onlv 
tvvo matches, this com bination is n o t a valid tvvo-itcm set entry. C on tin u in g  this 
process results in a total o f  11 tw o-item  set table entries.Table 3.5 shovvs the com plete 
tvvo-item set table.

T he next step is to  use the attribute-value com binations from  the tvvo-item set 
table to  generate three-item  sets. R ead ing  from the top  o f  the tvvo-item set table, our 
first possibility is

Magazine Promotion = Vćs & IVatch Promotion = No & Life lnsurance Protnotion =Yes.

As only onc instance satisfies the three values, vve do not add this combination to the 
three-item  set table. In fact, the only three-item  set that satisfics thc coverage criterion is:

1 Vatch Promotion = No бс Life Insurance Promotion = No  & Credit Card Insurance
= No
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Table 3.5 ® Tvvo-ltem Sets

Two-ltem Sets Number of Items

Magazine Promotion = Yes & Watch Promotion =  No 4

Magazine Promotion = Yes & Life Insurance Promotion =  Yes 5

Magazine Promotion =  Yes & Credit Card Insurance =  No 5

Magazine Promotion =  Yes & Sex =  Male 4

Watch Promotion =  No & Life Insurance Promotion = No 4

Watch Promotion =  No & Credit Card Insurance =  No 5

Watch Promotion =  No & Sex =  Male 4

Life Insurance Promotion =  No & Credit Card Insurance =  No 5

Life Insurance Promotion =  No & Sex =  Male 4

Credit Card Insurance =  No & Sex =  Male 4

Credit Card Insurance =  No & Sex =  Female 4

As there are no additional m em ber set possibilities, the process proceeds front 
generating item  sets to  creating association rules. T h e  first step in rulc crcation is to 
specifv a m inim um  rule confidence. N ext, association rules are generated from the 
tw o - and th ree-item  set tables. Finallv, anv rulc not m eeting  the m in im um  confidence 
value is discarded.

Two possible tw o-item  set rules are:

IF Magazine Promotion = Yes
THEN Life Insurance Promotion = Yes (5/7)

IF Life Insurance Promotion = Yes
THEN Magazine Promotion = Yes (5/5)

T h e fractions at the rig h t are used to  com pute ru le  confidence. For the first rule 
the re  are five instanccs w h ere  magazine promotiou an d  life insuratue promotion are bo th  
ycs.There are seven total instances w here magazine promotion =  yes.Therefore in two 
situations the rule wiU be in  erro r w hen  pred ic ting  a life insurance p ro m o tio n  value 
o f  ycs w h en  magazine promotion =  yes. I f  ou r m in im u m  confidence setting  is 80% this 
first ru le will be e lim inated  from the final ru le se t.T h e  second rule states that таца- 
zine  promotion =  ум апу tim e life insurance promotion =  ycs. T h e  rule confidence is 
100%. T herefo re the ru le becom es part o f  the final o u tpu t o f  the association rule 
generator.
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H ere are three o f  several possible th ree-item  set rules:

IF Watch Promotion =  N o & Life Insurance Promotion = No 
THEN Credit Card Insurance = N o  (4/4)

IF Watch Promotion = N o
THEN Life Insurance Promotion = No & Credit Card Insurance = No  (4/6)

IF Credit Card Insurance = No
THEN Watch Promotion = N o & Life Insurance Promotion = N o  (4/8)

Exercises at the end o f  the chapter ask you to  w rite  additional association rules 
for this dataset. We conclude ou r discussion on  association rules w ith som e general 
considerations.

General Considerations

Association rules arc particularly popular because o f  their ability to  find rclationships 
in large databases w ithout having the restriction o f  choosing a single dependent vari- 

_ jb le .  Hovvever, caution m ust be exercised in the in terpretation  o f  association rulcs 
since m any discovered relationships tu rn  o u t to be trivial.

As an example, let’s suppose we present a total o f  10,000 transactions for a m arket 
basket analysis. Also, supposc 70% o f  all transactions involve the purchase o f  m ilk and 
50% ot' all transacdons have a bread purchase. From  this inform ation we are likely to 
see an association rule o f  the form:

I f  customers ptirclmse milk they alsc purcliase bread.

T he confidence for this rule may be vvell above 40%. However, because ntost cus- 
tom ers purchase both products, our association rule is o f  little value.That is, the rule 
does not give us additional m arketing  inform ation telling us that it vvould be to  our 
advantage to prom ote the purchase o f  brcad w ith  m ilk. However, there arc tw o types 
o f  relationships found w ith in  association rules that are o f  interest:

•  We are interestcd in association rules that shovv a lift in  product sales for a partic- 
ular product vvhere the lift in sales is the result o f  its association w ith  one o r m ore 
o ther products. In this case \ve can use this inform ation to  help prom ote the 
product vvith increased sales as a result o f  the association.

•  We are also interested in  association rules that show  a lovvcr than expected confi- 
dcnce for a particular association. In this case a possible conclusion is the products 
listed in the association rule com pete for the satne ntarket.
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As a final point, volumes o f  data are often stored for market basket analysis.Therefore 
it is im portant to minim ize the vvork required by an association rule generator. A good 
scenario is to  specifv an initially high value for the item sct coverage criterion. it more 
rules are desired the coverage criterion can be lovvered and the entire process repeated.

The K-Means Algorithm

T he K -M eans algorithm  (Lloyd, 1982) is a simple vet effective statistical clustering 
techniquc. To help you bctter unđerstand unsupcrvised clustering, le t’s see how  the 
K-M eans algorithin partitions a set o f  data in to  disjoint clusters.

H ere is the algorithm :

5
1. C hoose a value for K, the total num ber o f  clusters to  be determ ined.   -----------------
2. C hoose K  instances (data points) w ithin the dataset at random .T hese are the 

imtial cluster centers.

3. Use simple Euclidean đistance to assign the rem aining instances to their clos- 
est cluster center.

4. Use the instances in each cluster to calculate a new  mean for each cluster.

5. I f  the new  m ean values are identical to the mean values o f  the previous itera- 
tion  the process term inates. Othervvise, use the new  means as cluster centers 
and repeat steps 3 -5 .

T h e  first step o f  the algorithm  requircs an initial decision about how  many clus- 
ters w e believe to  be present in the data. N ext, the algorithm  random ly selects K  data 
points as initial cluster centers. Each instance is then placed in the cluster to  w hich it 
is m ost similar. Sim ilarity can be defined in m any ways, however, the similarity m ea- 
sure m ost often used is simple Euclidean distance.

O n ce  all instances have been placeđ in thcir appropriate cluster, the cluster cen- 
ters are updated by com puting the mean o f  each new  cluster.The process o f  instance 
classification and cluster center com putation continues until an iteration o f  the algo- 
ritlim  shows no change in the cluster cen ters.T hat is, the algorithm  term inates after j  
iterations if  for each cluster C  all instances found in C. after iteration j  -1  rentain in 
cluster C  upon the com pletion o f  iteration j.

An Example Using K-Means

То clarify the process, let s w ork through a partial example contain ing tw o attributes. 
A lthough m ost real datasets contain several attributes, the m ethodology remains the

'Ш  f3.3 •  The K-Means Algorithm 85

Table 3.6 • K-Means Input Values

Instance X Y

1 1.0 1.5

2 1.0 4.5

3 2.0 1.5

4 2.0 3.5

5 3.0 2.5

6 5.0 6.0

sanie regardless o f  the num ber o f  attributes. For o u r exam ple we will use the six in- 
stances shovvn inTable 3.6. For simplicitv we nam e the two attributes л: and у, respec- 
tivelv, and m ap the instances onto an х -у  coordinate system .Thc ntapping is show n in 
Figure 3.6.

As the first step, we m ust choose a value for K. Let’s assume we suspect tw o dis- 
tinct clusters.TEerefore w e set the value for K  at 2 .T h e  algorithm  chooses tw o points 
a t random  to represent initial cluster ccnters. Suppose thc algorithm  selects instance 1 
as one cluster center and instance 3 as the second cluster center. T he next step is to 
classify the rem aining instances.

Figure 3.6 • A coordinate mapping of the data in Table 3.6



Chapter 3 •  Basic Data Mining Technigues

Rccall the form ula for com puting the Euclidean distance bervveen point A with 
coordinates (x,,y,) and po in t B w ith  coordinates (лг2,у_,):

Distance(A - B )  =  -^(х, — х . ) 2 + (у — у ?)2

C om putations for the first iteration ot the algorithm  w ith C , =  (1.0,1.5) and C , 
= (2.0,1.5) are as follovvs w here C —j  is the Euclidean distance from  poin t C to  the 
p o in t represented by instance j  inTablc 3.6.

D istance (C , -  1) =  0.00 D istance (C 2-  1) =  1.00

D istance (C , -  2) =  3.00 D istance (C2 -  2) = 3.16

D istance (C , -  3) =  1.00 Distance (C2-  3) =  0.00

D istance (C , -  4) = 2.24 Distance ( С , -  4) =  2.00

Distance (C , -  5) =  2.24 Distance (C 2-  5) = 1.41

Distance (C , — 6) =  6.02 D istance ( С , -  6) = 5.41

After the first iteration o f  the algorithm  we have thc following clustcring:

C , contains instances 1 and 2.

C , contains instances 3 ,4 , 5, and 6.

T h e  next step is to  recom pute each cluster center.
For cluster Cfi

х  — (1.0 + 1 .0 )  / 2  == 1.0

У = (1.5 + 4.5) /  2 = 3.0

For cluster C 2 :

х  = (2.0 + 2.0 +  3.0 +  5.0) /  4.0 =  3.0

У = (1.5 + 3.5 +  2.5 +  6.0) /  4.0 =  3.375

Thus the new  cluster centers are C, — (1.0,3.0) and C , -  (3.0,3.375). As the cluster 
centers have changed, the algorithm m ust perform  a second iteration.

C om putations for the second iteration are:
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Distance (C , -  1) =  1.50 Distance (C2~  1) = 2.74

Distance (C , -  2) =  1.50 Distance ( С , -  2) = 2.29

Distance (C , -  3) = 1.80 Distance ( С , -  3) =  2.125

Distance (C , — 4) =  1.12 Distance (C , -  4) = 1.01

Distance (C , -  5) = 2.06 Distance (C’2~ 5) = 0.875

Distance (C , -  6) = 5.00 Distance ( С , -  6) = 3.30

T he second iteration rcsults in a m odified clustering:

C, contains instances 1 ,2 , and 3.

C , contains instances 4, 5, and 6.

N ext, we com pute the nevv centers for each cluster.

For cluster C j :

х  =  (1.0 +  1.0 +  2.0) /  3 .0 =  1.33

у =  (1.5 +  4.5 + 1.5) /3 .0  =  2.50

For cluster C , :

*  =  (2.0 +  3.0 +  5.0) /  3.0 =  3.33

у =  (3.5 +  2.5 + 6.0) /  3.0 =  4.00

O n ce  again, this iteration shovvs a change in the cluster centcrs.T herefore the process 
continues to  a third iteration vvith C, =  (1.33,2.50) and C , =  (3.33,4.00).W e leave the 
com putations for tlie third iteration as an exercise.

These com putations have little m eaning o th e r than  to  dem onstrate the vvork- 
ings o f  the algorithm . In fact, we may see a different final cluster configuration  for 
each alternative choice o f  the initial cluster centers. U nfortunately, this is a general 
p roblem  seen vvith the K -M eans a lg o rith m .T h a t is, although  the algorithm  is guar- 
anteed to  cluster the instances into a stable state, the stabilization is no t guaranteed to 
be optim al.

An optim al clustering for the K -M eans algorithm  is frequently defined as a clus- 
te ring  that shows a m inim um  sum m ation o f  squared error differences between the in- 
stances and their corresponding clustcr ccnter. F inding a globally optinial clustering for 
a given value o f  K  is ncarlv impossible as we must repeat the algorithm vvith alternative

A



choices for the initial cluster centers. For even a few hundred data instances, it is no t 
practical to ru n  the K -M eans algorithni m ore than a fe\v times. Insteađ, the usual prac- 
tice is to  choose a term inadng  criterion, such as a m axim um  acceptablc squared error 
value, and execute the K-M eans algorithm  until \ve achieve a rcsult that satisfies thc 
term ination  condition.

Table 3.7 shows three clusterings resulting from  rcpeated apphcation o f  the 
K -M eans algorithm  to the data in  Table 3.6. Figure 3.7 displays the m ost frequcntly 
occu rring  clustering. This clustering is show n as ou tcom e 2 inT able 3.7. N otice that 
the best clustering, as determ ined  by a m in im um  squared error valuc, is outcom e 3, 
\vhcre the single instance v ith  coordinates (5,6) form s its o\vn cluster and the rem ain- 
ing instances shape the second clustcr.

General Considerations

T h e K -M eans m ethod  is easy to understand and im plem ent. H ovever, there are sev- 
eral issues to consider. Specifically,

•  T h e  algorithm  only works \vith real-valued data. l f  w e have a categorical attribute 
in ou r dataset v'e m ust either discard the attributc o r  convert the attribute values 
to num crical equivalents. For example, suppose w e have the attribute color w ith 
values red, blue, green, and bro\vn. O n e  possibility is to  assign arbitrarv num eric 
values to  each color. H ovever, there arc several disadvantages to this solution. We 
addrcss issues surrounding data conversion in C hap ter 5.

•  We are rcquired to select a value for the num ber o f  clusters to  be formed. This is 
an obvious problcm  lf  we m ake a poo r choice. O n e  way to cope v i th  this issue is 
to  run  the algorithm  several times w ith  alternative values for K. In this way, we 
arc inore likely to  get a "feel” for ho\v  m any clusters mav be present in the data.
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Table 3.7 • Several A pplications of the  K -M e a n s A lgorith m  (K  =  2)

Outcome Cluster Centers Cluster Points Squared Error

1 (2.67,4.67)

(2.00,1.83)

2, 4, 6 

1,3 ,5
14.50

2 (1.5,1-5) 1,3
15.94

(2.75,4.125) 2, 4, 5, 6

3 (1.8,2.7) 

(5,6)

1, 2, 3, 4, 5 

6
9.60

L
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Figure 3.7 • A  K -M e a n s clustering of the data in Table  3.6 (K  =  2)

•  T he K-M eans algorithm  vorks best w hen  the clusters that exist in the data are o f 
approxitnately equal sizc.This being the case, if  an optimal solution is represented by 
clusters o f  unequal sizc, thc K-M eans algorithm  is not likelv to  find a best solution.

•  There is no way to tell which attributes are significant in determ ining the form ed 
clusters. For this reason several irrelevant attributes can cause less than optimal results.

•  A lack o f  explanation about the nature o f  the form ed clusters leaves us responsiblc 
for m uch o f  thc interpretation about w hat has been found. H ovever, we can use 
supervised data m ining tools to help us gain insight into the nature o f  the clusters 
form ed by unsupervised dustering  algorithms.

D espite these lim itations thc K -M cans algorithm  continues to  be a favorite statis- 
tical technique. In the section titlcd G enetic A lgorithm s and U nsupervised C lustering 
vou \vill see a slightlv differcnt approach to  num erical clustering that b o rro v s  scveral 
ideas from  evolutionary science. Look closely and vou will see similarities benveen 
the K -M eans algorithm  and the genctic learning approach to unsuperviseđ clustering.

3.4 Genetic Learning

G enetic algorithm s applv an evolutionarv approach to inductive lcarning. T he ge- 
netic algorithm  learning m odel was initiallv developed b v jo h n  Holland (1986) and is 
based on the Darvvinian principle o f  natural selection. G cnetic program m ing has been
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successfullv applied to  problem s that are difficult to solve using conventional tech- 
niques. C om m on  areas o f  application include scheduling problem s, such as the travel- 
ing salesperson problem , ncnvork  routing problem s for circuit-svvitched netvvorks, and 
problem s in  thc area o f  financial marketing.

G enetic algorithm s can be developed for supervised and unsupervised data rnin- 
ing. H ere  we present a basic genetic learning algorithm .

1. Initialize a population  P o f  ti elem ents, often rcfcrrcd to  as chrom osom es, as a 
potential solution.

2. U ntil a specified term ination  condition  is satisfied:

a. Use a fitness function  to  evaluate each elem ent o f  the cu rren t solution. If  
an elem ent passes thc fitness critcria, it rcmains in P.

b. T he population  no\v contains rn elem ents (ш < =  //). U se genetic operators 
to create (п — m) n ew  elements. Add the ne\v elements to the population.

For data m ining w e think o f  elements as instances defined by attributes and values. 
A com m on technique for representing genetic kno\vledge is to transform elemcnts 
into binar\' strings. To illustrate, consider the attribute iticome range given in Table 3.1. 
We can represent income range as a string o f  tw o bits by assigning “00” to  2 0 -3 0 K ,“01” 
to  30—4 0 К ,“ 10”  to  40 -50K , and “ 11” to 50-60K . For a num eric attribute such as a$e, 
we have several options. A frequent approach is to  map num eric values to discrete in- 
terval rangcs and applv the same strategy as that used for categorical data.

T h e  m ost \videspread genetic operators are crossover and m utation . Crossover 
forms n ew  elements for the population by com bining parts o f  two elem ents currently 
in the popu la tion .T he elem ents m ost oftcn uscd for crossovcr are those destined to  be 
elim inated from the population. M utation, a second genetic operator, is sparingly ap- 
plied to  elem ents chosen for elim ination. M utation  can be applied by random lv flip- 
ping bits (or a ttribu te  values) w ith in  a single elem ent. Alternatively, the choice o f  
w hether to  flip individual bits can bc probability-based. Selection is a third genetic 
operator that is som ctiines used. W ith  selection, the elem ents delcted from  the popu- 
lation are replaced by copies o f  elem ents that pass the fitness test \vith  high scores. In 
this \vay the overall fitness o f  the population is guaranteed to mcrease. As selection 
supports specialization rather than generalization, lt should be used \vith  caution.

Genetic Algorithms and Supervised Learning

Figure 3.8 shows a plausible m odel for supervised genetic learning. Countless varia- 
tions o f  the  generalized model exist. How ever, the m odcl suffices to  help us explain 
the genetic learning process. Let’s associate this m odel w ith  the genetic algorithm  de- 
fined earlicr to obtain a better understanding o f  supervised genetic learning.
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Figure 3.8 • Supervised genetic learning

Step 1 o f  the algorithm  initializes a population  P o f  elem ents.T he P referred to in 
the algorithm  is sho\vn in  Figure 3.8 as the box labeled population elements. Figure 3.8 
sho\vs that the process o f  supervised genetic learning iteratively modifies the elements 
o f  the population. T he algorithm  tells us that this process continues un til a term ina- 
tion condition  is satisfied.The term ination  condition  m ight be that all elem ents o f  thc 
population m eet some m in im um  criteria. As an alternative, the condition  can be a 
fixed num ber o f  iterations o f  the lcarning process.

Step 2a o f  the algorithm  applies a fnness function to evaluate each cleinent cur- 
rently  in thc population. Figure 3.8 shows us that the fitness function uses a set o f  
training data to help \vith the evaluation. W ith  each iteration o f  the algorithm , ele- 
m ents n o t satisfying the fitness criteria are ehm inated from  the population. T he final 
result o f  a supervised genetic learning session is a set o f  population  clem ents that best 
represents the training data.

Step 2b o f  the algorithm  ađds new  elem ents to the population  to replace апу ele- 
m ents elim inated in step 2a. Figure 3.8 indicates that the new  elem ents are form ed 
from  previously đeleted elem ents by applying crossover and m utation . A lthough the 
selection operator is not specifically show n in Figure 3.8, it can be an option. If  selec- 
tion is used som e elements w ith  high fitness scores w ill be reproduced. In апу case, a 
usual scenario holds the num ber o f  elem ents at a constant value. For example, if  the 
population  consists o f  10 elem ents and 4 o f  these elements fail the fitness test, 4 ne\v
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elernents will be ađded to  the population using som e cornbination o f  crossover, m uta- 
tion, and selection.

•v N ow  that we have a better understanding o f  w hat genetic lcarning Ls all about, 
let s look  at a specific example that uses a subset o f  the credit card p rom otion  database. 
O n ce  again our goal is to  create a m odel able to differentiate individuals w ho have ac- 
cepted the life insurance p rom otion  from  those w ho have not. We m ust first generate 
an imtial population for our m odel. As part o f  this selection process, it is our jo b  to 
decide how тпапу elernents vvill be part o f  the population. For simplicity, let s suppose 
an initial population is represented by the four elements shown in Table 3.8. We re- 
quire that after each iteration o f  the algorithm  cxactly tvvo elements frorn each class 
(life insurance promotion = yes & life insurance promotion = no) rem ain in the population.

N otice that we have changed attribute values for age to  discrcte categories.This is 
to rem ove additional com plexity from ou r explanation. Also, note thc question ntark 
as the value for income range in the third row  o f  Table 3.8. A question mark is a “d o n ’t 
care” condition, rneaning the attribute is no t im portant to  the learning process.This is 
one way to prornote attribute significance w ith in  the population.

As stated in the algorithrn, genetic training involves repeated modification o f  the 
population by applying a fitness fiinction to  each clem ent. To im plenient the fitness 
function we coinpare each population elem ent to  the six training instances shovvn m 
Table 3.9. For a single population elem ent E, we define ou r fitness function as follovvs:

1. Let 1\' be thc num ber o f  matches o f  the input attribute values o f  E  w ith  train- 
ing instances frorn its ow n class.

2. Let M  be the num ber o f  input attribute value matches to  all training instances 
from the com peting classes.

3. Add 1 to  M.

4. D ivide N  by M .

Table 3.8 • An Initial Population for Supervised Cenetic Learning

Popuiation Income Life Insurance Credit Card

Element Range Promotion Insurance Sex Age

1 20-30K No Yes Male 30-39

2 30-40K Yes No Female 50-59

3 ? No No Male 40-49

4 30-40K Yes Yes Male 40-49
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T hat is, the fitness score for апу population elem ent E  is simplv the ratio o f  the num - 
ber o f  matches o f  the attribute values o f  E  to  its ow n class to the num ber o f  matches to all 
training instances from the com peting classes. O ne is ađđed to thc denom inator o f  each 
ratio to  avoid a possible division by zero. If the fitness v-alue o f  a particular elem ent does 
not show a ratio score above a prcdefined value, it is eliminated fronr thc population and 
becomes a candidate for crossover or m utation. If  all currentlv selected elements m eet or 
exceed the fitness score, elements are randomly chosen for removal. Alternatively, ele- 
ments vvith the lowest fitness scores can be elirninated.

Novv that our fitness function is dcfined, le t’s com pute the fitness score for ele- 
m en t 1. E lem ent 1 is a m em ber o f  the class life insurance promotion = no. Therefore N  is 
com puted  as the num ber o f  m atches elem ent 1 has vvith the m em bers in Table 3.9 
having life insurance promotion = no. T hat is, for clem ent 1 vve com pute N  using the fol- 
lovving inform ation.

•  Income Range = 2 0 —3 0 K  matches w ith training instances 4 and 5.

•  T here are no  m atches fo r Credit Card Insurance = Yes.

•  Sex = Male m atches vvith training instances 5 and 6.

•  T here are no matches for Age = 30 -39 .

Therefore the value o f  N  com putes to  4. N ex t, vve com pute M  by cotnparing elem ent 
1 w ith  training instances 1, 2, and З .Т ћ е  com putation  is as follovvs:

•  T here are no  matches for Income Range = 20-30K .

•  Credit Card Insurance = Yes m atches w ith  training instance 1.

Table 3.9 • Training Data for Genetic Learning

Training Income Life Insurance Credit Card
Instance Range Promotion Insurance Sex Age

1 30-40K Yes Yes Male 30-39

2 30-40K Yes No Female 40-49

3 50-60K Yes No Female 30-39

4 20-30K No No Female 50-59

5 20-30K No No Male 20-29

6 30-40K No No Male 40-49
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•  Seх  = M a k  m atches w ith  training instance 1.

•  Age = 3 0 - 3 9  matches w ith  training instances 1 and 3.

As there are four matches w ith  the training instances w here life insurance promotiou 
= yes, the value o f  M  for instance 1 is 4. N ext, we add 1 to  M , giving us a final fitness 
score for elem ent 1 o f  4 /5 , o r 0.80. T he follosving is the list o f  fitness function values 
for the entire initial population. Апу com parison w ith  ? is considered a nom natch. P(i) 
denotes the fitness value for population elem ent i.

•  F( 1) =  4 /  5 =  0.80

• F(2) =  6 /  7 =  0.86

•  F(3) =  6 /  5 =  1.20

•  F(4) =  5 /  5 =  1.00

We novv ehm inate a subset o f  the population and use genetic operators to create 
new  elem ents.To show the process, we remove elem ents 1 and 2 bccause each shows 
the lowest fitness score for its respective class. First, w e use the crossover operator. 
М апу crossover possibilities exist. Let’s make the point o f  crossover after the life insur- 
ance proniotion attribu te.T herefore the attribute values for incotne range and life insurattce 
promotion ffom  elem ent 1 are com bined w ith  the values for credit card insurance, sex, 
and age for elem ent 2. A new  second elem ent is created in a sim ilar fashion by com -
b in ing  thc first part o f  elem ent 2 w ith  the last part o f  elem ent 1. T h e  com plete
crossover operation is shovvn in  Figure 3.9. T h e  resultant seconđ-generation popula- 
tion  is displayed in  Table 3.10. U pon  com puting the fitness scores for these new' ele- 
m en ts,w e find bo th  fitness scores improve vvith F (l) =  7 /5  and F(2) =  6 /4 .

As a second op tion , suppose the algoritlm i chooses to m utate the second elem ent 
rather than perform  the second crossover. A m utation vvill result in a modification o f  
one or m ore attribu te values o f  the original second elem ent. For example, the 30-40K  
value for inconie range can be m ođificd by randomlv selecting апу one o f  the alternative 
values for incom e range o r the value can be replaced vvith a question m ark. Clearly, a
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Table3.10 •  A Second-Generation Population

Population Income Life Insurance Credit Card
Element Range Promotion Insurance Sex Age

1 20-30K No No Female 50-59
2 30-40K Yes Yes Male 30-39
3 ? No No Male 40-49
4 30-40K Yes Yes Male 40-49

m utation is necessarv if  an incom e range valuc o f  50 -60K  is to  be seen in  the elem ent 
population. Countless variations o f  the stated processes for crossover and m utation are 
lim ited onlv by our im agination.The selection operator is not appropriate for this sim- 
ple example because the num ber o f  elements for each class is lim ited to  two.

Crossover and m utation  continues un til a term ination  condition  is satisfied. O nce 
the algorithm  term inates vve have a m odel for classifying nevv instances o r predicting 
fu ture ou tcom e as appropriate.To use the m odel, vve can com pare a nevv unknovvn in- 
stance vvith the elem ents o f  the final population. A simplc technique is to  give the un- 
knovvn instance the same classification as the population clem ent to vvhich it is m ost 
similar. A second possibilitv is for the m odel to  keep track o f  the m elem ents from P  
m ost similar to thc instance presented for classification.The algorithm  then random lv 
chooses one o f  the ni elem ents and gives the unknovvn instance the classification o f  
the random ly selected elem ent.

Genetic Algorithms and Unsupervised Clustering

G enetic learning is also a povverful unsupervised clustering technique. As a simple сх- 
ample, vve can use unsupervised genetic learning to  develop a set o f  clusters for num er- 
ical data in an н-dim ensional space. Suppose there are P data instances vvithin the spacc 
vvhere each data instance consists o f  n attribute values. To form ulate the problem , the 
algorithm  is supphed vvith the num ber o f  clusters to  bc created. Suppose т clustcrs are 
desired.The m odel then generates к possible solutions.A  specific solution contains ni n- 
dimensional points, vvhere each po in t is a best current representative elem cnt for one 
o f  the ш clusters. Figure 3.10 illustrates the idea vvith ni = 2. For example, S , represents 
on e  o f  the к possible solutions and contains tvvo elements, E2] and £ „

A crossover operation is accom plished by m oving clements (n-dimcnsional 
points) from solution S to  solution S  .T here  are several possibilities for im plem enting 
m utation  operations. O n e  vvav to  m utate solution S. is to swap one or m ore po in t co- 
ordinates o f  the elements vvithin Sf.
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Figure 3.10 • Unsupervised genetic clustering
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An applicable titness tunction  to r solution i  i s  tne average tiuciidean đistance o f  
the P instances in the n-dim ensional space from their closest elem ent vvithin S .T h a t 
is, to  com pute the fitness value for solution S  vve take each instance 1 in P  and com - 
pu te  the Euclidean distance froni I  to each o f  the m elements in S . T h e  closest dis- 
tance is saved and added to  the sum  total o f  closest values.The average o f  the sum m ed 
distances is the fitness score for S . Clearly, lovver values represent better fitness scores. 
O n ce  genetic learning term inates, the best o f  the k  possible solutions is selected as the 
final solution. Each instance in the и-dim ensional space is then assigned to the cluster 
associated vvith its closest elem ent in  the final solution.

Let’s see hovv the technique is applied to the six instances o f  Table 3.6.Assunu* vve 
suspect the data contains tvvo clusters and vve instruct the algorithm  to start vvith a so- 
lu tion  set consisting o f  three plausible solutions (k =  3).W ith  m =  2, P  =  6, and k =  3, 
the algorithm  generates the initial set o f  solutions, shovvn inTable 3.11. An elem ent in 
the  solution space contains a single representative data point for cach cluster. For ех- 
ample, the data points for solution S, are (1.0,1.0) and (5.0,5.0).

To com pute the fitness score o f  11.31 for solution S, the Euclidean distance b e- 
tvveen each instance in Table 3.6 and its closest data point in  S, is sum m ed.To illus- 
trate this, consider m stance 1 in Table 3.6. T h e  Euclidean distance betvveen (1.0,1.0)

P
instances

3\ 32 З3
<

<

Sk <
Solutions
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Table 3.11 •  A First-Generation Population for Unsupervised Clustering

Solution elements (1.0,1.0) (3.0,2.0) (4.0,3.0)
(initial population) (5.0,5.0) (3.0,5.0) (5.0.1.0)
Fitness score 11.31 9.78 15.55
Solution elements (5.0,1.0) (3.0,2.0) (4.0,30)
(second generation) (5.0,5.0) (3.0,5.0) (1.0,10)
Rtness score 17.96 9.78 11.34
Solution elements (5.0,5.0) (3.0,2.0) (4.0,30)
(third generation) (1.0,5.0) (3.0,5.0) (1.0,10)
Rtness score 13.64 9.78 11.34

and (1.0,1.5) is com puted as 0.50. T h e  distance betvveen (5.0,5.0) and (1.0,1.5) is 
5 .32 .T h e  smaller value o f  0.50 is therefore represented in the overall fitness score for 
solution S r Table 3.11 shovvs S, as the best first-generation solution.

T he second generation is obtained by pcrform ing a crossover betvveen solutions Sj 
and S, vvith solution elenient (1.0,1.0) in  S, exchanging places vvith solution elem ent 
(5.0,1.0) in S3 As the table shovvs, the result o f  the crossover operation improves (de- 
creases) the fitness score for S3 vvhile the score for S, increases. T he third gencration is 
acquired by m utating S^. T hc m utation interchanges the y-coordinate o f  the first ele- 
m en t in Sj vvith the л-coordinate o f  the second eleinent.The m utation results in an im - 
proved fitness score for S ,. M utation and crossover continue until a tcrm ination 
condition is satisfied. T he term inating condition can be a m axim um  num ber o f  itera- 
tions o f  the algorithm or a m inim um  fitness score for one o r several solutions. If the 
third generation is seen as term inal the final solution vvill be S , C om puting  the dis- 
tances betvveen the points inTable 3.6 and their closest clem ent in  S, rcsults in instances
1 ,3 , and 5 form ing one cluster and instances 2 and 6 form ing the second cluster. As in- 
stance 4 is equidistant from  both  elements in S,, it can be placed in  either cluster.

General Considerations

A lthough  fevv com m ercial data m ining products contain a genetic learning com po- 
nent, genetic algorithm s continue to gain popularitv. Here is a hst o f  considerations 
vvhen using a problem -solving approach based on genetic learning:



Chapter 3 •  Basic Data Mining Technigues

•  G enetic algorithm s are designed to  find globally optim ized solutions. Hovvever, 
there is no  guarantee that anv given solution is no t the result o f  a local rather than 
a global optim ization.

• T h e  fitness function  cletermines the com putational com plcxity  o f  a genetic al- 
gorithm . A fitness function  involving several calculations can be cotnputationallv 

expensive.

•  G enetic algorithm s explain their results to the extent that the fitness function is 
understandable.

•  Transform ing the data to  a form  suitable for a genetic algorithm can be a challenge.

In  addition to being used for supervised learning and unsupervised clustering, ge- 
netic techniques can be used in  conjunction  w ith  o ther learning techniques. For ех- 
am ple, genetic algorithm s can be apphed to train feed-forw ard neural netvvorks. Each 
chrom osom e o r elem ent in a population represents one possibihty for the connection 
w eights contained in the netvvork. As genetic operators are then applied to  thc various 
elem ents, the connection  vveights o f  the netvvork change. As a second example, in 
C hap te r 5 you will see hovv genetic learning can be applied to  help select a best set o f  
inpu t attributes for supervised learning.

Choosing a Data Mining Technique

It is apparent that vvhen it com es to solving a particular problenr we hav-e several tech- 
niques to choose from. T he question novv becom es, hovv do we knovv vvhich data 
m in ing  technique to use? L et’s exam ine this issue in m ore detail. A form al statem ent 
o f  the problem  reads:

Given a set o f data containing attributes and values to be mined together with infor- 
mation about the tiature o f the data and the probleni to be solved, determine an appro- 
priate data mining technique.

T he follovving questions mav be useful in determ ining vvhich techniques to apply:

•  Is learning supervised o r  unsupervised?

•  D o vve require a clear explanation about the relationships present in the data?

•  Is there one set o f  input attributes and one set o f  ou tpu t attributes o r can attributes 
interact w ith  one another in several vvays?

3.5 • Choosing a Data Mining Technigue 99

•  Is the inpu t data categorical, num eric, o r a com bination o f  both?

•  It learning is supervised, is there one ou tpu t attribute o r are there several o u tpu t 
attributes? Are the o u tpu t attribute(s) categorical o r num cric?

For a particular problem , these questions have obvious ansvvers. For example, we 
knovv neural netvvorks and regression models are black-box structures.Therefore thcse 
techniques are poor choiccs if  an explanation about vvhat has been  learned is required. 
Also, association rules are usually a best choice vvhen attributes are allowed to play 
m ultiple roles in the data m ining process.

I f  the ansvvers to  these questions still leave us vvith several choices, vve can try 
tu rn ing  to the research conununitv' for direction. Several studies offer generalizations 
about the behavior o f  different data m ining techniques (Q uinlan, 1994; Shav'hk et al., 
1990). U nfortunately, m any o f  these studies give conflicting results. Still, ansvvers to 
sev'eral additional questions mav provide som e guidance. Specifically,

1. Do we know the distribution o f tlte data?
Datasets contain ing m ore than a fevv hundred  instances can bc a problem  for 
data m ining techniques that require the data to  conform  to certain  standards. 
For exam ple, m anv statistical techniques assume the data to be norm allv dis- 
tributed .

2. Do we know which attributes best deftne the data to be modeled?
Decision trees and certain statistical approaches can determ ine those attributes 
m ost predictive o f  class m em bership. N cural netvvork. nearest neighbor, and 
various clustering approaches assume attributes to be o fequal im portance.This 
is a problem  vvhen several attributes n o t predictive o f  class m em bersh ip  are 
present in  the data.

3. Does the data contain several missing values?
M ost data m ining researchers agree that, if  applicable, neural netvvorks tend to 
ou tperform  other models vvhen a vvealth o f  noisv data are present.

4. Is time an issue?
A lgorithm s for build ing decision trees and production  rules tvpicallv execute 
m uch fastcr than neural netvvork o r genetic learning approaches.

5. Which technique is most likely togive a best classification ассигасу?

T h e  last qucstion  is o f  particular in terest, as a best ассигасу is alvvavs a desirable 
feature o f  апу m odel. As previous research has shovvn different levels o f  perfor- 
m ance am ong  data m in ing  techniques, it seems reasonable to assume that a m axi- 
m um  classification ассигасу is obtainable using an approach vvhere several models
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bu ilt w ith  the sam e train ing  đata vote on  the classificadon o f  new  unknow n  in - 
stances. An instance is then  given the classification chosen  by the m ajority  o f  the 
com peting  m odels.

U nfortunately, our experience w ith  a varietv o f  data m ining tools and several 
datasets, bo th  largc and small, has consistentlv show n a high degree o f  overlap am ong 
individual instance misclassifications for com peting classifier models. Because o f  this, 
m ulriple m odcl approaches m aking use o f  several data tnining techm ques are not 

I likely to  im prove the results seen w ith aiTihdividual m odel. However, m ultiple model 
approaches that apply the sarne data m in ing  technique for building each ntodel have 
m et w ith  som e success (MacHn and O pitz , 1997). We discuss m ultiple m odel ap- 
proaches o f  this type in  C hapter 11. Also, in  C hapter 12 we show  you how  a ru le- 
based expert system approach using sonte o f  the tdeas presented here can be 
devcloped to  help determ ine a best data m ining technique.

3.6 Chapter Summary_____________________________________

D ecision trees are probablv the  niost popular structure for supervised data m ining. A 
com nton  algorithm  for building a decision tree selects a subset o f  instances from the 
train ing data to  construct an initial tree. T he rem aining training instances are then 

Ч used to  test the ассигасу o f  the tree. I f  апу instance is incorrectly classified the in-
stance is added to  the curren t set o f  training data and the process is repeated. A main 
goal is to m inim ize the num ber o f  tree levels and tree nodes, thercby maxim izing data 
generalization. Decision trees have been successfully applied to real problems, are easy
to understand, and ntap nicelv to  a set o f  prođuction rulcs.

Association rules are able to  find relationships in large databases. Association rules 
are unlike traditional prođuction  rules in that an attribute that is a precondition in one 
rule m ay appear as a consequent in ano ther rulc. Also, association rule generators al- 
low  the consequent o f  a rule to  contain one or several attribute values. As association 
rules are inore com plex, special techniques have been developed to generate associa- 
tion rules efficiently. R u le  confidence and support help deternune w hich discovered 
associations are likelv to  be interesting from  a m arketing perspcctive. However, cau- 
rion m ust be exercised in the in terpretation  o f  association rules because m any discov-
ered relationships tu rn  ou t to  be trivial.

T he K-M eans algorithm  is a statistical unsupervised clustering technique. AU input 
attributes to the algorithm  must be num eric and the user is required to make a decision 
about hovv many clusters are to  be discovered.The algorithm  begins by randomly choos- 
ing one data point to represent each cluster. Each data instance is then placed in the clus- 
ter to  vvhich it is most similar. N ew  cluster centers are com puted and the process 
continues until the cluster centers do no t change.The K-M cans algorithm  is easy to im -

3.7 •  Кеу Terms 101

plem ent and understand. Hovvever, the algorithm  is not guaranteed to converge to a 
globallv optimal solution, lacks the ability to explain w hat has been found, and is unable 
to  tell vvhich attributes are significant in  determ ining the forrned clusters. Despite these 
limitadons, the K-M eans algorithnt is am ong tlie most vvidelv used clustering techniques.

G enetic algorithm s applv the theory  o f  evolution to inductive learning. G enetic 
learning can be supervised or unsupervised and is typically used for problem s that 
cannot be solveđ vvith traditional techniques. A  standard genetic approach to  learning 
applies a fitness function to  a set o f  data elements to determ ine vvhich elem ents sur- 
vive fiom  one generarion to  the nex t.T hose elem ents no t surviving are used to  create 
new  instances to  replace deleted elem ents. In addition to being used for superviscd 
learning and unsupervised clustering, genetic techiuques can be employed in con - 
ju n c tio n  vvith o ther learning techniques.

H ere and in  C hapter 2 vve have previevved several data m in ing  techniques. Later 
chapters in troduce several additional techniques for уои to  study. Several factors, in- 
cluding the nature o f  the data, the role o f  individual attributcs, and vvhether learning is 
supervised o r unsupervised, help us determ inc the data m ining technique m ost appro- 
priate for a particular problem .

3.7 K e y T e rm s

A flln ity  analvsis. T h e process o f  d e te rm in in g  vvhich things are typically g rouped  
together.

C on fid en ce. G iven a ru le  o f  the fo rm  “ I f  A then B,” confidence is defined  as thc 
conditional probabilitv that B is true vvhen A is knovvn to be true.

Crossover. A genetic learn ing  opera tion  tha t creates nevv popu la tion  elem ents by 
com bining parts o f  tvvo or m ore elem ents fiom  the curren t population.

G enetic algorithm . A data niining technique based on the theory  o f  evolution.

Item  set. A set o f  several com binations o f  attribute-value pairs that cover a prespcci- 
fied m inim um  num ber o f  data instances.

M utation . A genetic  learn ing  opera tion  that creates a nevv pop u la tio n  elem ent by 
random ly ntodifying a portion o f  an existing elem ent.

R egression  tree. A decision tree vvhere the leaf nodes o f  th e  trce are num erical 
rather than categorical values.

S election . A genetic learn ing  operation  that adds copies o f  cu rren t population  ele- 
m ents w ith  high fitness scores to the next generation o f  the population.

Support. T hc m in im um  percentage o f  instances in  the database that contain all items 
hsted in a given association rule.
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U nstable a lgorith m . A data m in in g  algo rithm  tha t is h ighly sensitive to  small 
changes in  the train ing  data. As a result, the m odels bu ilt using the  a lgorithm  
shovv significant changes in  structure w hen  shght changes are m ade to  the train- 

ing data.

3.8 Exercises _____________

Review Questions

1. A decision tree built using the algorithm  described in  Section 3.1 allows us to 
choose a categorical attribute for data division only once. However, the same 
num eric  attribute may appear several tinres in a decision tree. Explain how  

this is true.

2. H ow  do  association rules differ from  traditional production rules? H ow  are 

thev the same?

3. W hat is the usual definition o f  an optimal clustering for the K-Means algorithm?

4. W hat do you suppose happens vvhen selection is the onlv operator allowed 
for superviseđ genetic lcarning?

5. O n e  o f  the problems vvith the K-M eans algorithm  is its inabilitv to explain 
vvhat has been found. D escribe hovv you could applv a decision tree algorithm  
to a set o f  clusters forined by the K-M eans algoritlun to  better determ ine thc 
tneaning o f  the form ed clusters.

6. D escribe how  you w ould apply unsupervised genetic learning to  cluster the 
instances o f  the credit card p rom otion  database.

Computational Questions

1. Use the training data inT able 3.1 to  construct a confusion m atrix for the de- 
cision tree shovvn in Figure 3.5.

2. Ansvvcr the follovving;

a. W rite  the production rules for the decision tree show n in Figurc 3.4.

b. C an you simplifv апу o f  your rules w ithou t com prom ising rule ассигасу?

3. R epeat the previous question for the decision tree shovvn in Figure 3.5.

4. U sing the attribute age, dravv an expanded version o f  the đecision tree in 
F igure 3.4 that correctly classifies all training data instances.
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ln  the section titled An A lgorithm  for Building D ecision Trees vve defined a 
sim ple measure for deđsion tree attribute selection. Use our defined measurc 
to  com pute a goodness score for using the attribute sex as thc top-level node 
o f a  decision tree to  be built frorn the data inTable 3.1.

Use the measure described in thc section titled An A lgorithm  for Building 
Decision Trees to  com pute a goodncss score for choosing credit card insurance as 
the node to follovv the branch income range = 2 0 -3 0 K  in Figure 3.1.

U se the data in T ible 3.3 to  give confidence and support values for the fol- 
lovving association rule.

1F Sex = Male &c Magazine Pm m lion = Yes T H E N  Lifc Insurance 
Promotion =Yes

Use the inform ation inTable 3.5 to  list three tvvo-item set rules. Use the data 
in  Table 3.3 to  com pute confidence and support valucs for each o f  уоиг rules.

List three rules for the following th ree-item  set. Use the data in  Table 3.3 to 
speciiy the confidence and support for each rulc.

Watch Promotion = No & Life Insurance Promotion = No & Credit Card 
Insurance = N o

Perform  the third iteration o f  the K-M eans algorithm  for the exam ple givcn 
in the section titled An Exam ple Using K-M eans. W h a t are the nevv clustcr 
centers?

Use crossover and m utation as appropriate to  com pute third-generation ele- 
m ents for thc population shovvn inT able 3.10. C om pute  fitness scorcs for the 
nevv population.
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An Excel-Based Data Mining Tool

Chapter Objectives

► Understand the structure ot' the iData Analvzer.

► Recognize hovv predictability and predictiveness scores help 
determine categorical attribute significance.

► Understand how attribute mean and standard deviation 
scores are used to compute numerical attribute significance.

► Knovv hovv to use ESX t'or building supervised learner 
models.

► Know hovv to perform unsupcrvised clustering vvith ESX.

► Know hovv to create production rules w ith RuleMaker.

► Understand how instance typicality is computed.
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In this chapter we in troduce the iData A nalyzer (iDA) and show  you how  to use two 
o f  the learner inodels contained in  уоиг iDA software suite o f  data m in ing  tools. 
Section 4.1 overviews the iDA M odel for K now ledge Discovery. In Section 4.2 we 
in troducc ESX, an exem plar-based data m ining too l capable o f  b o th  supervised 
learning and unsupervised clustering. In Section 4.3 we present the standard way o f  
representing datasets for all iDA data m ining tools. Section 4.4 shows уои how  to use 
ESX to perform  unsupervised clustering. You vvill also learn how  to generate pro- 
duction  rules vvith R uleM aker. In Section 4.5 we shovv уои hovv to build  supervised 
learner m odels vvith ESX. Section 4.6 details R u leM aker’s ru le gcneration  options. 
Section 4.7 introduces the concept o f  instance typicality. Section 4.8 offers additional 
inform ation about features o f  the ESX learner m odel. T he end -o f-chap ter exercises 
help уои better understand hovv ESX and R u leM aker can create generalized models 

from  data.

4.1 The iData Analyzer

T h e  iData Analvzer (iDA) provides support for the business o r technical analvst by of- 
fering a visual learning environm ent, an m tegrated tool set, and data m ining process 
support. iDA consists o f  a preprocessor, three data m ining tools, and a repo rt genera- 
tor. As iDA is an Excel add-on , the user interface is M icrosoft Ехсек Figure 4.1 shows 
the com ponent parts o f  iD A .T he follow ing is a b r ie f  description o f  each com poncnt:

•  Preprocessor. Before the data in a ffie is presented to one o f  the iD A  m ining en- 
gincs, the ffie is scanned for several types o f  errors, including illegal num eric val- 
ues, blank lines, and missing items. T h e  preprocessor corrects several types o f  
errors but does not attem pt to fix num erical data errors.T he preprocessor outputs 
a data ffie readv for data m ining as vvell as a docum ent in form ing  us about the na- 
ture and location o f  unresolveđ errors.

•  H euristic agent. T h e  heuristic agent responds to the presentation o f  data ffies 
containing several thousand instances. T h e  heuristic agent allovvs us to  decide if 
we vvish to extract a representative subset o f  the data for analvsis o r if  vve đesire to 
process the entire đataset.

•  ESX. This com ponen t is an exemplar-based data m ining tool that builds a con- 
cept hierarchy to  generalize data.

•  Neural networks. iDA contains two neural netw ork architectures: a backpropa- 
gation neural netvvork for supervised learning and a self-organizing feature map 
for unsupervised clustering. These neural netvvork architectures are the topic o f  
C hap ter 9.
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•  R u le M a k e r . iDA’s production rule generator provides several ru le generating 
options.

•  R e p o r t  g e n e ra to r .  T h e  report generator offers several sheets o f  sum m ary infor- 
m ation for each data m ining session.The contents o f  the individual sheets created 
by the report generator are detailed in this chapter.

As a final point, a m ajor concern vvith neural netvvork architectures is the ir lack o f  
explanation about vvhat has been discovcred. Fortunately, a prim ary strength seen vvith 
the ESX  learner m odel is its ability to ou tpu t useful explanations about patterns 
vvithin the đata. Figure 4.1 illustrates that vve can use ESX to help explain the ou tput 
o f  an iDA neural netw ork data m ining session.

Installing iDA

In  this section vve shovv уои how  to  install iD A .T he softvvare should install correctlv 
w ith  all cu rren t versions o f  MS Ехсек Hovvever, i f  уои are using MS Office 2000 or 
Office ХР. the macro securitv level o f  уоиг im plem entation mav be set at hiyh. If this
is the c;ise, the softvvare will not instalk Perform  the follovving steps to  check and  pos-
sibly reset the securitv level:

•  O p en  Excel and select Tools.

•  M ouse to  Macro anđ thcn  select Sccurity.

•  I f  the sccuritv setting is higli, change the setting to  medium and click O K.

•  Exit Excel and close all o ther appUcations.

T h e  steps for installing iDA are as follows:

•  Insert the C D  that com es vvith the text in to  уоиг C D  drive.

•  M ouse to  Start and left-click on  Run.

•  Specify уоиг C D  drive and tvpe installiDA.exe. For exam ple, if  уоиг C D  drive is 
D, type: (l:\inshtlIiDA.exe.

•  Press Hnter.

•  Select N ext, read the license agreem ent, and select Agree.

•  Select Finisli, then O K.

•  Ansvver Yes i f  asked “W ould уои like to  enable macros?”
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Figure 4.1 • The iDA system architecture
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U p o n  com pletion, a R eadM e file will appear on  vour screen. O nce you close the 
file the installation is com plete.

A  successful installation adds the iDA drop-dow n m enu item  to the M S Excel spread- 
sheet environm ent, as show n in Figurc 4.2.

T h e  iDA neural netw orks are w ritten  in  the Java program m ing language. 
T hereforc to  run  the neural netvvork softvvare you m ust have Java installed on  your 
m achinc. Java is ffee softvvare, and the installation file for Java is con tained  on  vour 
C D .T h e instructions for installing Java are given in  A ppendix A. If  you need to  install 
Java, you can do so novv o r you can wait until you arc rcady to  study C hap ter 9. If  
you have anv o ther problem s vvith the installation, refer to  A ppcndix A for additional 
assistance.

X  Microsoft Ехсе! - Figuie 4.2 A  Successful lnstall.xls

Figure 4.2 A successful installation
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Limitations

T h e com m erdal vcrsion o fiD A  is bound by the size o f  a single MS Excel spreadsheet, 
w hich  allows a m axim um  o f 65,536 rows and 256 colum ns.Thc iDA input form at uses 
the first three rows o f  a spreadsheet to house inform ation about individual attributes. 
Therefore a m axim um  o f  65,533 data instances in attribute-value form at can be 
m ined .T he  student version that comes w ith  vour text allows a m axim um  o f  7000 data 
instances (7003 rows).

As each MS Excel co lum n holds a single attribute, the m axim um  num ber of at- 
tributes allowed is 256. T he m axim um  size o f  an attribute narne o r attribute value is 
250 characters. Also, R uleM aker will n o t generate rules for m orc than 20 classes. 
A lthough no t required, it is bcst to  close all o the r applications w hile vou use the iDA 
software suite o f  too ls.T his is especially true  for applications containing m ore than a 
few hundred  data instances.

4.2 ESX: A Multipurpose Tool for Data Mining

ESX can help create target data, find irregularities in data, pcrform  data m ining, and 
oflfer insight about the practical value o f  discovered knovvledge.The follovving is a par- 
tial list o f  features seen vvith the  ESX learner model:

•  It supports bo th  supervised learning and unsupervised clustering.

• It does no t m ake statistical assumptions about the nature o f  data to be processed.

•  It supports an autom ated  tnethod  for dealing vvith missing attribute values.

•  It can be applied in dom ains containing b o th  categorical and num crical data.

•  It can poin t ou t inconsistencies and unusual valucs in  data.

• For supervised classification, ESX can determ ine those instances and attributes 
best able to  classify nevv instances o f  unknovvn origin.

•  F or unsupervised clustering, ESX incorporates a globally optim izing cvaluation 
function that encourages a best instancc clustering.

T h e  prim ary data structure used by ESX  is a three-level concept hierarchy. Figure 
4.3 shovvs the general fo rm  o f  this tree structure .T he nodes at the instance level o f  the 
tree represent the individual instances that define the concept classes given at the con- 
cept level.The concept-level nodes store sunm iary statistics about the attribute values 
found vvithin their respective instancc-level ch ild ren .T he  root-lev'el tree node stores 
sum m arv in form ation  about all instances vvithin the dom ain. C o n ccp t- and root-level
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Figure 4.3 • An ESX concept hierarchy
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sum m arv inform ation is given to thc report generator, vvhich in  tu rn  outputs a sum - 
niarv rcport in sprcadsheet format.

Class resem blance scores are stored w ithin the root node and each concept- 
level nodc. Class resem blance scores form  the basis o f  ESX’s evaluation function. Class 
resemblance scores provide a measure o f  overall similaritv for the exemplars making 
up  individual concept classes. As ESX is com m ercial softvvare, details about the class 
resemblance com putation are not available. Hovvever, vve can state the evaluation rule 
ESX uses for bo th  supervised learning and unsuperviseđ clustering.

1. Given:

a. A set o f  existing concept-level nodes C (, C „ ... C ;.

b. An average class resem blance score S , com puted  by sum m ing the resem -
blance scores for each class C . ,C „ . . . C ; and dividing by n.

c. A new  instance /  to be classified.

2. M ake I an instance o f  the concept node that results in the largest average in- 
crease o r smallest average decrease for S.

3. W h en  learning is unsupervised:
If  a better score is achieved by creating a new  concept node, then create nevv
node C ;+1 vvith /  as its only m em ber.
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T hat is, to r each existing concept-level node C , a new  instance to be classified is 
tem porarily placed in the concept class represented by the nođe. A new  class resern- 
blance score is com puted  for C ,  as well as a new  average class resemblance score.The 
w inning  concept class is the one that creates the largest increase (or smallest decrease) 
in average class resemblance. W hen  learning is unsupervised, a score for creating a new  
concept-levcl node is also conrputed. As you can see, unlikc the K -M eans algorithm , 
w e are no t required to  make a determ ination about thc total num ber o f  clusters to  be 
form ed.

So m uch for theorv! Let’s w ork th rough  a few  simple examples so you can learn 
h ow  the features o f  ESX help you create your ow n data models.

4.3 iDAV Format for Data Mining

ESX  can build  bo th  unsupervised and supervised learner models. For the first е х а т -  
ple we use ESX  and unsupervised clustering. O u r  exam ple is based on the fictitious 
data defm ed in C hap te r 2 about individuals w ho ow n  credit cards issued by the 
A cm e C redit Card C om pany.T he data is displayed inT ab le 4.1 in  iD AVjorm at (iDA 
attribu te-value form at).T his is the fo rm at requiređ  by all iDA data nrining tools. L et’s 
bcg in  by taking a closer look  at the structure o f  iDAV form atted  files.

Setting up a data file in iDAV form at is easy! T he colum ns in  the first row  contain 
a ttribute names. A lthough Excel allows us to  place m ultiple hnes o f  data in a single 
cell, iDA does not. Be sure to  reform at апу data file cells w ith  m ultiple lines before at- 
tem pting  a data m in ing  session.

Table 4.1 shows a C  o r an R  in each colum n o f  the second rovv. We place a C  in 
a second-rovv colurnn if  the corresponding  attribute data гуре is categorical (nom i- 
nal).W e place an R  in a second-rovv co lunm  i f  the en tered  data is real-valued (nu- 
m erical). Integers, decim al v'alues, num bers form atted  vvith scientific no tation , as well 
as values contain ing  dollar signs ($57.30) o r percent symbols (57.3%) are all valid nu - 
m eric  data items.

C ategorical data includes all data n o t represented by num bers. We can sometim es 
trcat num bers as categorical data. As a general rule, if  there are b u t a few differing at- 
tribu te values, vve can and should treat num erical data as categorical. For example, an 
attribute representing the total num ber o f  household vehicles for individual families 
should be considered categorical.

T h e  th ird  row  o fT ab le  4.1 inform s ESX about a ttr ib u te  usage. Table 4.2 dis- 
plays the possibilities. To perfo rtn  an unsupervhsed cluste ring  we place an /  in  thc 
third-rovv co lum ns o f  a ttribu tes vve w ish to  have ESX  use as in p u t attributes. If 
learn ing  is supervised , exactly one a ttr ib u te  m ust contain  an O  in  its third-rovv col- 
u n m . W ith  ESX, an o u tp u t a ttr ib u te  n tust be categorical. C ategorical attribu tes 
hav ing  several u n iq u e  values are o f  little predictive value and should  be m arked
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able 4.1 •  Credit Card P rom otion  Database: iDAV Form at

Income Magazine Watch Life Insurance Credit Card
Range Promotion Promotion Promotion Insurance Sex Age

C
I

C
I

C
|

C
|

C C
I

R

1

40-50K

1

Yes

1

No

1

No

1

No

1

Male

1

45

30-40K Yes Yes Yes No Female 40

40-50K No No No No Male 42

30-40K Yes Yes Yes Yes Male 43

50-60K Yes No Yes No Female 38

20-30K No No No No Female 55

30-40K Yes No Yes Yes Male 35

20-30K No Yes No No Male 27

30-40K Yes No No No Male 43

30-40K Yes Yes Yes No Female 41

40-50K No Yes Yes No Female 43

20-30K No Yes Yes No Male 29

50-60K Yes Yes Yes No Female 39

40-50K No Yes No No Male 55

20-30K No No Yes Yes Female 19

w ith  a U. A ttribu tes falling in to  this categorv  include last name, sequence number, and 
birtlidate.

Starting vvith the fourth  row, w e en ter actual data. Each nevv rovv contains one 
data instance.There are tw o cautions vvhen en tering  data to  be mined:

•  Each data itern, vvhether it is an attribu te nam e, value, o r data type, m ust be en- 
tered in  a single cell on  one line. T h e  preprocessor vvill flag апу rovv containing 
m ultiple lines as an error.

•  T he preprocessor flags апу data instance containing an illegal nunteric value as an 
error.T his is true even if  the attribu te is declared as unused.To be safe, place a C  
in  the second-rovv colum n corresponding to an unused num eric attribute that is 
suspect o f  contain ing illegal values. In this vvay, the preprocessor vvill th ink the at- 
tribu te is categorical and ignore апу illegal num eric characters.
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Table 4.2 * Values for Attribute Usage

Character Usage

I The attribute is used as an input attribute.

U The attribute is not used.

D The attribute is not used for dassification or dustering, but attribute value
summary information is displayed in all output reports.

O The attribute is used as an output attribute. For supervised learning with ESX,
exactly one categorical attribute is selected as the output attribute.

T h e  next section oflers an exam ple using a five-step approach for unsupervised 
clustcring w ith E S X .T h e  exam ple is w ritten  as a tutorial. We encourage you to  use 
vour iDA software to  w ork through the example w ith  us.

4.4 A Five-Step Approach for Unsupervised Clustering

H ere is a five-step procedure for perform ing unsupervised clustering w ith  ESX:

1. E n ter data to be rnined in to  a new  Excel spreadsheet.

2. Perform  a data m in ing  sessioti.

3. R ead  and in terpret sum m ary results.

4. R ead and in terpret results for individual clusters.

5. Visualize and in terp re t rules defining the individual clusters.

Let s apply the five-step approach to  the credit card prom otion  database show n in 
Table 4.1!

*Applying the Five-Step Approach for Unsupervised Clustering* 

STEP 1: ENTER THE DATA TO BE MINED
Two forms of the credit card promotion database are located in the iDA samples 

directory—CreditCardPromotion.xls and CreditCardPromotionNet.xls. We are interested in the 

first version of the dataset. The second version has been transformed by mapping categorical 

attribute values to numeric equivalents. We will use the second version of the dataset when 

we study neural networks in Chapters 8 and 9. Here's how to open Excel and load the 

CreditCardPromotion dataset:
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1. Open Microsoft Windows Explorer.

2. Double-click on the iDA directory.

3. Double-click on the Samples directory.

4. Double-click on the file CreditCardPromotion.xls.

As an alternative, you may choose to mouse to Start, then to Run and type 

c:\iDA\Samples\CreditCardPromotion.xls. In either case, уоиг spreadsheet should look like the 
one shown in Figure 4.4.

STEP 2: PERFORM A DATA MINING SESSION
Before mining the data make sure all attribute usage values show an I. The procedure to per- 

form the data mining session is as follovvs:

1. Select the iDA menu item from the menu bar at the top of уоиг MS Excel workbook.

2. Select Begin Mining Session from the drop-down list If this does not start a data min- 
ing session, click on апу cell and try a second time.

Figure 4.4 • The credit card promotion database in MS Excel
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3. When the registration information appears, enter your name. Enter student as your 
сотрапу пате. The registration code is given on your installation CD. Enter the regis- 
tration code exactly as it appears on the CD. Click OK. You need only enter this infor- 
mation the first time you use iDA.

4. A message box appears asking you to select an unsupervised learner model. Select 
ESX and click OK.

5. You will then see the message box shown in Figure 4.5. You are asked to enter two 

values:

•  The value for instance similarity encourages or discourages the creation of new 
clusters. A value closer to 100 encourages the formation of new clusters. A value 
closer to 0 favors new instances to enter existing classes. The default value is 65. 
Notice that with ESX the terms c/oss and cluster are used interchangeably.

* The real-valued tolerance setting helps determine the similarity criteria for real-valued 
attributes. A setting of 1.0 is usually appropriate. However, there are exceptions to 

this rule.

For our example, use the defaults for both parameters and dick OK.

6. Next уои will see a message box indicating that eight dusters were formed. This tells 
you the data has been successfully mined. The box asks if we wish to generate the 
output report. As a general rule, an unsupervised clustering of more than five or six 
clusters is likely to be less than optimal. There are always exceptions. However, let's 
apply this rule and click No.

1. A message box reading "Dataset not mined" will appear. Click OK.

8. Let’s try again. Repeat steps 1 -4 . For step 5, set the similarity value to 55, leave the 

real-tolerance value at 1.0, and click OK.

Figure 4.5 • Unsupervised settings for ESX
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9. A message appears indicating three classes have been formed. Click Kes to generate 
the output report

10. After a minute or two you will be presented with the message box shown in Figure 
4.6. The message box asks you to choose settings for the rule generator. You can also 
bypass rule generatioa For our example, we will generate rules. Set the minimum rule 
coverage at 30, use the default settings for all other parameters, and click OK.

Once rule and report generation is complete you will see the output of the rule generator 

as displayed in Figure 4.7. Ву clicking inside the production rules window you can scroll the win- 

dow and examine the rules for each cluster. Notice that the clusters have been respedively 

named: Class 1, Class 2, and Class 3. We examine each sheet of the output report in detail in 

the sections that follow.

STEP 3: READ AND INTERPRET SUMMARY RESULTS
The output of an unsupervised mining session appears in four new sheets. Sheet names are 

based on the name of the original sheet (in our case, Sheetl) as well as on their purpose. You 

can move from one sheet to the next by clicking on the sheet name given in the bottom tray of 

the current spreadsheet. Апу sheet not appearing in the tray can be summoned by dicking on the 

left or right arrovvs found in the left-bottom portion of the spreadsheet. The description box titled

Figure 4.6 • RuleMaker options

RuleMaker Options
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Figure 4.7 • Rules for the credit card promotion database
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Output Reports: Unsupervised Clustering offers a brief explanation of the contents found vvithin 

each sheet We begin by examining the overall summary results of the data mining session.

To display the summary results on уоиг screen left-click on the tray sheet labeled Sheet I 

RES SUM. The first part of the output for the result summary sheet is displayed in Figure 4.8. 

We first examine the class resemblance statistics.

Class Resemblance Statistics

The Class Resemblance Statistics shovv us that ESX has partitioned the 15 instances into 3 

dusters denoted as Class 1, Class 2, and Class 3. Rovv three lists the resemblance score (Res. 
Score) for each dass as vvell as the resemblance score for the entire domain of instances. The 

dass resemblance score offers a first indication about hovv vvell the instances vvithin each dus- 

ter fit together. This score is a similarity value and should not be interpreted as a probability. 

Notice that the instances of Class 1 have a best vvithin-class fit.
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Figure 4.8 • Summary statistics for the Acme credit card promotion database

The domain resemblance represents the overall similarity of all instances vvithin the 

dataset. As a rule, it is important to see vvithin-dass resemblance scores that are higher than 

the domain resemblance value. This rule need not be true in all cases, but should apply to the 

larger classes. When leaming is unsupervised, if vvithin-dass similarity scores are not generally 

higher than the domain similarity score, there are at least three possibilities:

1. The chosen attributes do a poor job of representing the instances. One way to test this 
is to choose other attributes and see if the results improve.

2. The instances chosen for the unsupervised dustering are not representative of typical 
instances found within the domain.

3. The domain does not contain definable dasses and is not appropriate for unsuper- 
vised dustering.

Whether learning is supervised or unsupervised, poor dass resemblance scores vvill likely 

result in poor model performance.
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Finally, we see cluster quality scores listed directly below the instance count for each 

dass. These values are percentages. The cluster quality for an individual dass is simply the per- 

cent increase (or decrease) of the class resemblance score relative to the domain resem- 

blance. Higher class resemblance scores relative to the domain resemblance result in higher 

values for cluster quality.

Domain Statistics for Categorical Attributes

Returning to Figure 4.8, the next section of the RES SUM sheet is titled Domain Statistics for 

Categorical Attributes. You will need to use the scroll bar to see all categorica! attribute values. 

Ву examining the domain statistics for categorical data, we can locate duplicate categorical at- 

tribute names and values. For example, the attribute income гапде might be referenced in 

some instances as "Income Range" and in other instances as "income range." In addition, low 

frequency counts can help identify incorrect categorical attribute values.

We can make several initial deductions about categorical attributes by examining attribute- 

value predictability scores. Predictability scores are simple probabilities, but they can be confus- 

ing. Attribute-value predictability scores can be computed relative to the entire domain of in- 

stances. They can also be computed for each dass ог duster found within a dataset. First we 

investigate domain predictability.
Given categorical attribute A with values v „ v2, vy ..vn, the domain predictability of v 

tells us the percent of domain instances showing v as the value for A

To illustrate, here are two potentially interesting domain prediđability scores from Figure 4.8.

•  Eighty percent of all credit card holders do not have credit card insurance.

•  Sixty percent of all card holders took advantage of the life insurance promotion.

Output Reports: Unsupervised Clustering

Sheetl RES SUM: This sheet contains summary statistics about attribute values and 
offers several heuristics to help us determine the quality of a data mining session. 
Sheetl RES CLS: This sheet has inform ation about the clusters formed as a re- 

sult of an unsupervised m ining session.
Sheett RUL TYP: Instances аге listed by the ir cluster number. The last column 
of this sheet shows a typicality value for each instance. The typicality of instance / 
is the average similarity of /  to the other members of its duster.
Sheetl RES RUL: The production rules generated fo r each duster are contained 

in this sheet.
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A predictability score near 100% for a domain-level categorical attribute value indicates 

that the attribute is not likely to be useful for supervised learning ог unsupervised clustering. 

This is true because a majority of instances will have an identical value for the attribute. 

However, if we are specifically looking for outliers within the dataset, we must exercise caution 

when eliminating attributes displaying large attribute-value predictability scores.

Domain Statistics for Numerical Attributes

Moving down the RES SUM sheet, we see the section labeled Domain Statistics for Numerical 

Attributes. Scroll the RES SUM sheet until your screen is similar to the output displayed in 

Figure 4.9. The summary provides useful information about dass mean and standard deviation 

scores. The attribute significance value measures the predictive value of each numerical at- 

tribute. The computation of attribute significance is best illustrated by example. Here's how we 

compute the attribute significance score for attribute age.

•  Subtract the smallest dass mean (C/oss 2 age =  37.00) from the largest mean value 
(C/oss / age =  43.33).

•  Divide this result by the domain standard deviation (sd =  9.51).

The result gives a final attribute significance of 0.67. Dividing by the standard deviation normal- 

izes mean difference values, thus allowing us to compare the attribute significance scores for 

all numeric attributes. Numeric attributes with lower significance values (usually less than 0.25) 

will likely be of little value in differentiating one class from another.

Commonly Occurring Categorical Attributes

The final output for the RES SUM sheet displays the most commonly occurring categorical 

attribute values found within each duster. Figure 4.9 shows the most commonly occurring cat- 

egorical attribute summary for our application. This information offers initial insight about 

which categorical attributes are best able to differentiate the individual clusters.

STEP 4: READ AND INTERPRET INDIVIDUAL CLASS RESULTS
Sheet 1 RES CLS displays statistics about the individual classes. We often find valuable knowl- 

edge within the class summary sheet that cannot be seen in the rules generated for each dass. 

We limit our discussion to the output for Class 3.

Figure 4.10 shovvs a portion of the summary results for Class 3. To open this sheet dick on 

Sheetl RES CLS and scroll down until your spreadsheet matches the output shown in Figure 

4.10. The initial information found vvithin the RES CLS sheet repeats facts about the number of 

dass instances and the class resemblance score. You will also see attribute values for the two 

most and two least typical dass instances. Typicality is defined as the average similarity of an in- 

stance to all other members of its duster or class. Scroll to the right if the typicality scores are not
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Figure 4.9 • Statistics for numerical attributes and common categorical 
attribute values
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displayed on your spreadsheet. As you can see, the typicality score for each of the most typical 

instances is 0.76. Examining the most and least typical dass instances gives us a first impression 

about the structure of the class.

Class Predictability and Predictiveness

Class predictiveness and predictability scores shovvn in Figure 4.10 for Class 3 merit detailed 

examination. Let's first consider the attribute income range Class predictability can be de- 

fined as follovvs:

Civen categorical attribute A vvith values v,, v,, v3.. .vn, the class C predictability score for v, 
tells us the percent of instances vvithin dass C shovving v, as the value for A. Class pre- 
dictability is a vvithin-dass measure. The sum of the predictability scores for attribute A vvith 

values v,, v2, v3.. ,vr vvithin dass C is always equal to 1.

Class predictability tells us the percent of dass instances having a particular value for a cat- 

egorical attribute. To illustrate, Figure 4.10 shows the class predictability score for income гапде 

=  30-40K  as 0.57. This predictability score informs us that 57% of all Class 3 instances make 

between $30,000 and $40,000 per уеаг. Class predictability scores measure the degree of ne- 

cessity for class membership.
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Figure 4.10 • Class 3 summary results
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Class predictiveness scores are more difficult to understand. An attribute-value predictive- 

ness score is defined as the probability an instance resides in a specified class given the instance 

has the value for the chosen attribute. A formal definition for dass predictiveness follovvs:

Civen dass Cand attribute A with values v,, v2, v3...vn, an attribute-value predictiveness 
score for v( is defined as the probability an instance resides in C given the instance has 
value v for A. Predictiveness scores are between-dass measures. The sum of the predic- 
tiveness scores for categorical attribute A with value v is always equal to 1.

To better understand dass predictiveness, consider the attribute income range with value 

50-60K. Figure 4.10 shows that only 29% of all Class 3 instances have this value for income 

range. However, the predictiveness score of 1.00 tells us that all instances with income гапде 

=  50-60K  reside in Class 3. We say that income гапде =  50-60K  is a sufficient condition for 

Class 3 membership. Therefore if someone tells us that the value of income гапде for a partic- 

ular instance is 50-60K, we can predict with 100% certainty that the instance is from Class 3. 

Motice that life insurance promotion =  yes has a predictability score of 1.00 and a predictive- 

ness score of 0.78, making life insurance promotion =  yes a best defining attribute value for
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Class 3. Here are four useful observations relating to class predictability and predictiveness 

scores. For a given concept dass C:

1. If ап attribute value has a predictability and predictiveness score of 1.0, the attribute 
value is said to be necessary and sufficient for membership in C. That is, all instances 
vvithin class C have the specified value for the attribute and all instances with this value 
for the attribute reside in class C.

2. If an attribute value has a predictiveness score of 1.0 and a predictability score less than 
1.0, we conclude that all instances with the value for the attribute reside in dass C. 
However, there are some instances in C that do not have the value for the attribute in 
question. We call the attribute value sufficient but not necessar/ for dass membership.

3. If an attribute value has a predictability score of 1.0 and a predictiveness score less 
than 1.0, we conclude that all instances in dass C have the same value for the cho- 
sen attribute. However, some instances outside of class C also have this same value 
for the given attribute. The attribute is said to be necessary but not sufficient for class 
membership.

In general, апу categorical attribute with at least one highly predictive value should be des- 

ignated as an input attribute. Also, a categorical attribute vvith little predictive value ought to be 

flagged as unused ог display-only.

Necessary and Sufficient Attribute Values

The report generator lists attribute values with predictiveness scores greater than or equal to

0.80 as highly sufficient. Likewise, attribute values showing a prediđability greater than ог equal 

to 0.80 are listed as necessary attributes. Figure 4.11 presents a summary of necessary and 

sufficient attribute-value information for Class 3. Scroll the current RES CLS spreadsheet until 

you see the information displayed in the figure. As you can see, there are no categorical at- 

tribute values necessary and sufficient for Class 3 membership. Also, income range values 

30-40K  and 50-60K  are highly sufficient for membership in Class 3. Finally, magazine pro- 

motion =  yes and life insurance promotion =  yes are highly necessary Class 3 attribute values.

STEP 5: VISUALIZE INDIVIDUAL CLASS RULES
In Chapter 2 you were introduced to RuleMaker, the production rule generator that comes with 

your iDA software package. In this section we review RuleMakehs output format by examining 

the production rules generated for Class 3. In Section 4.6 we will take a closer look at how to 

make optimal use of RuleMaker's features.

To examine the rules generated for Class 3, click on Sheetl RES RUL. Figure 4.7 displays 

the initial output for this sheet. Click inside the rules window and scroll until you encounter the 

list of rules for Class 3. Here is an interesting Class 3 rule with опе precondition:
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Figure 4.11 • Necessary and sufficient attribute values for Class 3
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Life Ins Ргото =  Yes 
:rule ассигасу 77.78%
:rule coverage 100.00%

Notice the rule format is a variation of what we saw in Chapter 2. Each rule simply de- 

clares the precondition(s) necessary for an instance to be covered by the mle. The abbreviated 

rule format is preferred, as RuleMaker is designed to generate a wealth of rules for each con- 

cept class. An explicit form of the same rule is:

IF Life Ins Promo =  Yes 
THEN Class =  3

:rule ассигасу 77.78%
:rule coverage 100.00%

Rule ассигасу tells us the rule is accurate in 77.78% of all cases where it applies. That is, 

the rule will cause a misclassification with 22.22% of the training set instances. Rule coverage
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informs us that the rule applies to 100% of the Class 3 instances. In other words, ever/one in 

Class 3 accepted the life insurance promotion.

Rarely are single conditionals able to cover a significant number of class instances. Forthis 

reason, RuleMaker is able to generate rules with multiple conditions. Rules with multiple condi- 

tions are interesting because they help uncover possible dependencies between the attributes. 

The following is a Class 3 rule with multiple requirements for class membership:

35.00 <—Age <=43.00 
and Life Insurance Promo =  Yes 
:rule ассигасу 100.00%
:rule coverage 100.00%

This rule shovvs a relationship between the values of the attributes age and life insurance 

promotion. The rule covers all Class 3 instances and is 100% correct. For a real application, this 

result is strong supportive evidence for targeting the 35-to-43 age group for апу new life insur- 

ance promotional offerings.

4.5 A Six-Step Approach for Supervised Learning

We n o w  tu rn  ou r a tten tio n  tow ard  supervised learn ing  w ith  ESX. For o u r exam ple 
we o n ce  again em ploy the hypo the tical databasc ab o u t credit card prom otions. To 
fbllow  o u r discussion, open  th e  C red itC ardP rom otion .x ls file and сору the dataset 
to  a new  spreadsheet file. H ere  is a six-step p rocedure  t'or supervised learn ing  w ith  

ESX.

1. E nter data to  be m ined  tn to  an Excel spreadsheet and choose an ou tpu t 
attribute.

2. Perform  a data tn in ing  session.

3. Read and in terpret sum m ary results.

4. R ead  and in terpret test set results.

5. R ead  and in terp re t results for individual classes.

6. Visualize and in terpret class rules.

Lets vvork th rough the credit card prom otion  exam ple using the six-step ap- 

proach ju st described.
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*Applying the Six-Step Approach for Supervised Learning* 

STEP 1: CHOOSE AN OUTPUT ATTRIBUTE
The output attribute forms the basis for supervised classification. Our understanding of the 

data and what we are trying to achieve determines the choice of an output attribute. Lefs fol- 

low the theme of Chapters 2 and 3 and assume we аге about to launch a fresh life insurance 

promotion. Therefore our goal is to build a model able to predict customers likely to take ad- 

vantage of the new promotional offering. Since we want our model to be applicable to new 

card holders, we limit the input attribute selection to income гапде, credit card insurance, sex, 

and age.

STEP 2: PERFORM THE MINING SESSION
To begin, change the / in the third-row column for life insurance promotion to ап O. Also, 

change the / in the third-row column for magazine promotion as well as vvatch promotion to 

D, indicating these will be display-only attributes. Here is the procedure for mining the data.

1. From the dropdown iDA menu, click on Begin Mining Session.

2. Click OK when уоиг registration information appears.

3. A message box will appear asking уои to choose a supervised learner model. Select 
ESX and click OK.

4. You will see a message box asking уои to select the number of instances for training as 
well as a real-valued tolerance setting. Select 10 instances for training and 1.0 for the 
real-valued tolerance Click OK.

5. Finally, use the default settings for the rule generator and click OK.

The output of a supervised mining session appears in either four ог six sheets. The de- 

scription box titled Output Reports: Supervised Learning gives a brief description of the output 

for each sheet. The contents of four of these sheets are similar to those described for unsuper- 

vised dustering The two additional sheets are created only when test data are present. We will 

examine the contents of the new sheets in step 4. We begin our analysis of the data with sum- 

mary results. To open the summary results sheet, click on Sheetl RES SUM located in the bot- 

tom tray of уоиг spreadsheet.

STEP 3: READ AND INTERPRET SUMMARY RESULTS
The output summary sheet gives us results based on the training data. As a first test, we ехат- 

ine the dass resemblance scores for each class. The highest class resemblance score is seen 

with the dass represented by life insurance promotion =  yes (0.575). The class for life insur- 

ance promotion =  no displays a resemblance score of 0.525, and the domain resemblance
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shovvs 0.48. As the dass resemblance scores are higher than the domain resemblance, vve 

have some indication that differences exist betvveen the tvvo classes. Domain Statistics for 

Categorical Attributes tell us that 80% of the training instances represent individuals vvithout 

credit card insurance.
Domain Statistics for Numerical Attributes shovv attribute age vvith a significance score of

0.42. Finally, upon examining the Most Commonly Occurring Categorical Attribute Values for 

both classes, vve see differences betvveen the values for all categorical attributes except credit 

card insurance.

STEP 4: READ AND INTERPRET TEST SET RESULTS
To determine test set model performance, locate and open the sheet labeled Sheet 1 RES TST. 

Finding the RES TST sheet may involve manipulating the arrovvs in the lovver left of the Excel 

spreadsheet. This sheet lists each test set instance together vvith its computed dass.

The RES TST output sheet for our experiment is shovvn in Figure 4.12. The last tvvo 

columns are of interest. The last column offers the choices made by the model. The second- 

to-last column displays the correct classification for each instance. A star is placed to the right 

of those test instances correctly classified by the model. Notice three of the five test set in- 

stances have been correctly dassified.
Next, find and open the sheet labeled Sheetl RES МТХ. This sheet displays the confusion 

matrix for the test data. RES МТХ shovvs that three test set instances vvere correctly classified. 

Also, tvvo instances from the dass represented by life insurance promotion =  yes vvere incor- 

rectly classified as unlikely candidates for the promotional offer. Finally, the RES МТХ sheet

Output Reports: Supervised Learning

S heetl RES М ТХ: This sheet shovvs the confusion matrix for test set data. 
S hee tl RES TST: This sheet contains individual test set instance classifications 
and is only seen when a test set is applied.
Sheetl RES SUM: This sheet contains summary statistics about attribute values and 
offers several heuristics to help us determine the quality of a data mining session. 
S heetl RES CLS: This sheet has information about the classes formed as a result 
of a supervised mining session.
S heetl RUL TYP: Instances are listed by their class name. The last column of 
this sheet shows a typicality value for each instance.
S heetl RES RUL: The production rules generated for each class are contained 
in this sheet.
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Figure 4.12 • Test set instance classification
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gives the percent of test set instances dassified correctly, as well as an upper and lower error 

bound for the test set classification. Notice that 60% of the test instances were correctly dassi- 

fied. The size of the test set must be relatively large (n >  100) for the upper and lower bound 

error rates to have meaning. For purposes of general explanation, the error bound gives us a 

confidence interval for the test set error rate. We offer a clear example of how the confidence 

inten/al is used in Section 4.8.

Lastly, a supervised model must be able to dassify new instances of unknown origin. If we 

wish to dassify instances whose classification is not known, we simply place the instances in 

the dataset as test set entries. As the instances are not really part of the test set per se, we 

leave the output attribute field blank. Once the data is mined the RES TST sheet will show the 

dassification determined by the model for the unknown instances. Given that iDA denotes a 

missing field with an open square, the column specifying the correct class output will contain 

the ореп square symbol. In addition, since the unknown instance is without a predetermined 

dass, the instance does not count as an incorrect dassification.

STEP 5: READ AND INTERPRET RESULTS FOR INDIVIDUAL CLASSES
Section 4.4 showed you how to interpret individual dass results with unsupervised clustering. 

The same information is relevant when leaming is supervised. However, with supervised learn- 

ing it is particularly important for us to examine both categorical attribute predictiveness scores 

and numeric attribute significance. In this way, when a wealth of available attributes exist, we 

can create new supen/ised models by employing only those attributes most prediđive of dass 

membership.
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For our example the summary results for the two formed classes are given in the sheet la- 

beled Sheet 1 RES CLS. Notice that the attribute-value combination credit card insurance =  yes 

as well as the attribute-value pair income range =  50-60K  each show a predictiveness score 

of 1.00 for the class life insurance promotion =  yes. Can you find апу highly predictive cate- 

gorical attribute-value combinations in the class life insurance promotion =  no l

STEP 6: VISUALIZE AND INTERPRET CLASS RULES
Open the Sheetl RES RUL sheet to visualize the rules for the two dasses. Ву scrolling the rule 

window, we see that 100% of all instances from each class are covered by at least one rule. 

Although this may be an acceptable result, it often takes several iterations of rule generation 

parameter manipulation to create a satisfactory set of rules. For this reason, iDA has a rerule 

feature that allows us to generate a new rule set without repeating an entire mining session. 

Here is the procedure for generating a new set of rules.

1. Click on the RUL TYP sheet located in the lower tray of your Excel spreadsheet. Two MS 
Word document images appear on your screen. These documents contain information 
relevant to the rule generation process. There is no need to open either document

2. Mouse to the iDA Drop-Down Menu and click on Cenerate Rules. Several windows 
appear and disappear as the rule generator prepares itself for another session.

3. When the rule dialog box appears, modify the rule generating parameters as desired 

and click OK.

To try this, follow the procedure and change the Scope setting from All Rules to Covering 

Set Rules. Also change the Minimum Rule Coverage parameter to 30. When rule generation is 

complete, you will see two rules for the first listed class and one rule for the second class. Here 

is the first rule for class life insurance promotion =  no:

Income Range =  40-50K  
:rule ассигасу 100.00%
# covered =  2
# remaining =  3

Notice the rule format has changed in that we are told the number of đass instances cov- 

ered by the rule and the number of instances remaining to be covered. In this way, instead of 

obtaining a list of all possible rules satisfying the parameter settings, we get a best set of cover- 

ing rules.
The Covering Set Rules algorithm uses the following procedure to generate a set of rules.

1. Construct a best-covering rule for the current set of dass instances.

2. Eliminate all dass instances covered by the rule generated in step 1.

4.5 • A Six-Step Approach for Supervised Learning 131

3. lf additional dass instances remain to be covered, and the minimum rule coverage cri- 
terion can be satisfied, repeat step 1.

Notice that each additional rule generation gives a new rule sheet. The first rerule will show 

new rules in Sheetl RUL TYP2 RUL. The second rerule will create Sheetl RUL TYP3 RUL. The 

pattern continues with each new set of rules. After several rule generations, it is best to delete 

previous rule sets. Simply right-dick the bottom tray sheet you wish to delete and left-dick Delete.

Before we look more closely at the options offered by the rule generator, a word of cau- 

tion about the interpretation of rule ассигасу values is merited. Although useful, the ассигасу 

score is optimistic, as the score is computed based on training rather than test data. As of this

writing, iDA does not support test set rule ассигасу computations. The next section details the

rule generation parameter settings and offers helpful hints when generating rules.

4.6 Techniques for G enerating  Rules

М апу traditional rule generation programs follovv a simple procedure for creating rules.

1. C hoose an attribute that best differentiates all dom ain or subclass instances.

2. Use the attribute to  further subdivide instances in to  classes.

3. For each subclass creatcd in  step 2:

• I f  the instances in the subclass satisfy a p redefm ed criteria , generate a 
defining rule for the subclass.

• I f  the subclass does no t satisfy the predefined criterion , repeat 1.

This algorithtn \vorks vvell for generating a best set o f  covcring rules for a set o f  
class instances. Hovvever, in a data m ining environm ent we frequendy vvish to deter- 
m ine as many interesđng class rules as possible. W ith  R uleM aker we have this option. 
Alternatively, we can request R uleM aker to generate a best set o f  class covering rules. 
Let s look  at all o f  the options available vvith R uleM aker.

O nce a data m ining session is com plete, the dialog box shovvn in  Figure 4.6 ap- 
pears.W e are asked to:

1. Define the scope o f the ritles to be generated.
If  vve select the AII Ritles radio bu tton , R u leM aker vvill generate all rules for 
all classes that rtieet the criteria o f  the o ther parameters. I f  vve select the 
Covering Sel Rules radio bu tton , R uleM aker vvill generate a set o f  best-defin- 
ing rules for each class. W ith  the covering set option , the rule coverage per- 
cent is replaced by tvvo values: #covered and #rem aining. In this way, we 
clearly see the covering effect each rule has on a set o f  class instances.
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2. Clioose ivhether we irnsh to use all dass instances or only the most typical instances for 
rule generation.
I f  \ve choose the m ost typical instance option , we obtain a set o f  rules that 
best describe thc m ost characteristic features o f  each class. However, som e o f  
the m ore atypical class instances may no t be covered by the generated rules.

3. Set a mininium correctness vaiue.
We must input a value bertveen 50 and 100. I f  we enter 100, the onlv rules 
generated by R uleM aker will be rules that are 100% correct. If w e enter the 
value 80, the rules generated must have an error rate less than or equal to 20%.

4. Dcftne a minimum percent o f instances to be covered.
We en ter a value betvveen 10 and 100. If  we en ter the value 10, R uleM aker 
will generate rules that cover 10% o r m ore o f  the  instances in  each class. If  we 
enter 80, only those rules covering 80% o f  the class instances vvill be covered.

5. Choose an attribute signiftcance value.
Values close to  100 vviU allow R uleM aker to consider only those attribute 
values rnost highly predictive o f  class m em bership for rule generation. A good 
choice for this value is extrem ely im portan t in dom ains contain ing m ore than 
a few attributes. As a general rule, in  domains containing several attributes, vve 
should start vvith a value betvveen 80 and 90. If  an intercsting set o f  rules is no t 
generated, we can always use the rerule feature and try lovver attribute signifi- 
cance values.

Some helpful hints for generating rules:

1. If  you spend tim e m anipulating rule generating  param eters you can often 
find a best set o f  class defining rules. As a first attem pt, generate rules for a 
dataset by using the default param eters. If  you are satisfied w ith  these results 
you need  n o t proceed further. Hovvever, if  the  rules appear to be less than 
optim al o r if  one or m ore classes are w ithou t rules you should alter the para- 
m eters and try  again.

2. For categorical data, you can take advantage o f  attribute value predictability and 
predictiveness scores to  help find rule sets. Suppose class resemblance scores in- 
dicate an interesting classification, but one or m ore o f  the form ed classes is 
vvithout a set o f  rules. For апу class vvithout rules and containing at least one 
categorical attribute, attribute-value predictiveness scores can be exanuned to 
determ ine a lovver-bound setting for the m inim um  rule correctness value.

3. G enerating a covering set o f  rules can be difficult at tim es. Frequently, we 
achieve a desired result by m anipulating the m in im um  correctness, coverage, 
and attribute significance attributes. First, trv setting the coverage and signifi-
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cance parameters at their m inim al values. I f  vou are still unsuccessful, try de- 
creasing the param eter value for classification correctness.

4.7 Instance Typicality

W hether learning is supervised or unsupervised, each instance has an associated typi- 
calitv score. T hc typicafity score for instance I represents the average sim ilarity o f  1 to 
all o ther instances w ith in  its class. We can observe the typicality scores for afi instances 
by opening Sheetl R U L TYP. This sheet givcs us a listing o f  the data instances or- 
dered by their typicality scores. W ith supervised learning the instances are lim ited to 
those found in the training data. Figure 4.13 shows the contents o f  the R U L TY P 
sheet for the supervised learning cxam ple just presented. N otice the sheet also con- 
tains tw o MS W ord đocum ent icons.These docum ents hold instance and attribute in- 
form ation for thc rule generator and are no t o f  interest to us.

Let’s examine the R U L T Y P  sheet m ore closely.The left-most colum n contains se- 
quential instance num bers.The second colum n gi\7cs the class for each instance.The next 
fevv columns shovv the attribute values for the individual instances.The final colum n dis- 
plays typicality scores.Typicality scores range betvveen 0 and 1, w ith higher scores being 
m ore typical class instances.The instances are ordered \vithin each class fiom most to least 
typical.The first listed instance for each class is considered the class p ro to ty p e  as it is a
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best single representative o f  the class in generaLThe last fevv class instances are candidate 
outliers as they are atypical class members. T he exposure o f  class oudiers can frequently 
lead to  a better understanding about the nature o f  the dom ain under study.

H ere are som e \vays in  vvhich typicality scores can be used.

•  Typicahty scores can identify prototypical class instances as vvell as outhers.

• Instance typicahty can help select a best set o f  instances for supervised classification.

•  Typicality scores can be used to com pute individual instance classification confi- 
dence values.

T h e  end-of-chapter cxercises help you learn m ore about hovv typicahty is used to 
build supervised learner models. H ere vve take a closer look  at hovv typicality can be 
em ployed to com pute instance classification confidence scores.

As an exam ple, assume vve have built a supervised m odel to  distinguish individu- 
als likely to  respond to  a p rom otion from  those vvho vvould n o t respond. We present 
o u r m odel vvith a set o f  1,000,000 nevv instances to  be classified. We have a budget al- 
lovving us to  send the prom otional package to  10,000 individuals.

Suppose ou r m odel classifies 20,000 o f  the instances as good candidates for the 
prom otional offer. G iven o u r restriction, we need a m echanism  for choosing a best set 
o f  10,000 individuals fiom  the group o f  candidate instances. Several models associate 
confidence factors vvith individual rules, bu t fevv models ahow us to  easily com pute 
test set confidence scores for individual instances. Fortunately, tvpicahtv scores allow 
us to associate confidence factors vvith nevv classifications.The general procedure for 
com puting  a classification confidence score for instance /  is as follows:

1. O pen  the R ES T S T  sheet to  determ ine the classification given for unknow n 

instance I.

2. R e tu rn  to  the original data sheet and replace the blank o u tp u t attribute cell 
for instance I vvith the  com puted class.

3. Initiate a nevv supervised m ining session, but this tim e include the previously 
unknovvn instance as part o f  the training data. Ву doing this, the instance will 
receive an associated typicality score.

4. O pen  the R E S T Y P  sheet to see the typicality score associated w ith instance /.

5. D ivide the instance I typkality  score by the typicahty score for the most tvpi- 
cal class instance. This value represents the classification confidence score for 

instance /.

W h en  you have time, test this proceđure by adding one or m ore new  unknow n 
instances to  the credit card prom otion  database.

4.8 Special C o nsidera tio ns and Features
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This section offers inform ation about m aking your data m ining sessions m ore produc- 
tive.W e also provide a short discussion on  erroneous and missing data.

Avoid Mining Delays

T h e data vvithin an Excel spreadsheet can be m ined  several times. Hovvever, each 
m ining session creatcs several o ther Excel spreadsheets. To avoid confusion each o f  
these sheets are num bered .T o  illustrate, the first m ining session vvih result in  a sheet 
titled S heetl R ES 1 S U M . If we m ine the same data a second tim e, S h eetl R E S  2 
SUM  vvill be created. A fter a few m ining sessions it is easy to  get confused vvith the 
num bers as they increase. In addition, p rio r to  each nevv m in ing  session, Excel must 
save the contents o f  the  curren t spreadsheets. Therefore at som e p o in t it is best to 
simply сору the orig inal data in to  another Excel spreadsheet before starting a nevv 
m ining session.

The Deer Hunter Dataset

The Deer Hunter dataset contains information 
about 6059 individual deer hunters who were 
asked whether they would have taken апу 
hunting trips during 1991 if the total cost of 
their trips was a specified amount more than 
what they had paid for the current уеаг. 
Although each instance contains only one in- 
crease amount, there are a total of 10 possible 
dollar-increase values ranging from as little as 
$9.00 to as much as $953.00. The original 
data was obtained from a survey conducted 
by the U.S. Fish and Wildlife Service. We ob- 
tained a cleaned form of the datafile from Dr. 
John Whitehead. The cleaned dataset contains 
20 input attributes and 1 output attribute in- 
dicating whether the hunter responded posi-

tively to the aforemen- 
tioned question.

The dataset is interesting 
because it represents real data that 
can be used to monitor and develop profiles of 
deer hunters. For example, states might use 
the results of discovered relationships in the 
data to help determine future changes in per- 
mit and licensing fees. The dataset is a difficult 
data mining application because of the variable 
amounts for total trip-increase values. See 
Appendix B for a complete description of the 
attributes in the dataset as well as more infor- 
mation about the original data. The dataset is 
found in the iDA samples directory under the 
title DeerHunter.xls. Ш
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The Quick Mine Feature

Datasets having thousands o f  instances шау take several m inutes to  mine. I f  a dataset 
contains m ore than 2000 instances, the iDA quick  m ine feature allows us to  signifi- 
cantly reduce the tim e it takes to  m ine the data .T he quick  m ine feature is useful be- 
cause the perfortnance o f  a m odel built frorn a random  subset o f  the data is likelv to 
give us results similar to  those seen w ith  a m odel constructed from  the entire dataset.

W h en  learning is supervised and we have rnore than 2000 training set instances, 
iDA asks us if  we w ish to conduct a qutck ntitie o f  the data. I f  w e choose the quick 
m ine  feature, the ESX concept hierarchy is built using a randotn subset o f  500 train- 
ing set instances. T h e  test set data remains unchanged. W hcn learning is unsupervised 
and m ore than 2000 data instances are presented for clustering, ESX  is given a ran- 
dom  selection o f  500 instances froin w hich  to  cluster the data.W e use the quick m ine 

feature to:

1. O btain  initial inform ation about the predictive nature o f  the attributes vvithin 
the dom ain.

2. D eterm ine a setting for the similarity param eter (unsupervised learning).

3. D eterm ine a value for the real-valued tolerance.

4. D eterm ine settings for the rule generation parameters.

Two o f  the datasets that com e w ith vour softvvare are quick m ine candidates.The 
D eer H unter dataset is an interesting dataset containing 6059 instances. Each instance o f 
the dataset represents individual statistics gathered from a national survey conducted by 
the U.S. Fish and Wildlife Service (U SFW S).The description box titled Thc Deer Hunter 
Dđtaset as well as a sum m ary in Appendix B offers m ore details about this dataset.

T h e  T itanic dataset is also a quick m ine candidate. T he dataset contains survival 
in form ation  for 2201 passengers and crew aboard the T itanic w hen it sank in to  the 
A tlantic ocean on  April 1 5 ,1912 ,w hile on its inaiden voyage.The description box ti- 
tled The Titanic Dataset as well AppendLx B gives additional inform ation about this 
dataset. Let’s use the T itanic dataset to  dem onstrate iDA’s quick m ine feature.

*Applying the Q uick M ine Feature to the Titanic Dataset*

1. Open Excel and load the Titanic.xls file.

2. Perform a supervised mining session with class as the output attribute. Use 2001 in- 

stances for training and the default real-tolerance setting.

3. When asked if you wish to perform a quick mine session, answer Yes.

4. Select Cancel when the rule generation menu is presented.
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As the training data is randomly selected, your results will be similar to but not identical to 

our findings. Please examine the contents of уоиг RES SUM and RES МТХ output sheets to com- 
pare уоиг results with ours.

When the mining session is complete, check the RES SUM sheet for the total number of 

instances used fortraining. Our results showthat 180 of the training data instances represent 

survivors of the tragedy and 320 of the training data instances did not survive. This gives us a 

36% survivor rate. This is relatively close to the survivor rate of 32% seen within the entire 
population.

Finally, the test set confusion matrix is of interest because we can achieve a better un- 

derstanding of the meaning associated with upper and lower bound error rates. Ву clicking 

on the RES МТХ sheet, our results show that 99% of the test set instances were correctly 

classified. Stated another way, the model test set error rate is 1 %. The test data is biased to- 

ward non-survivor instances, as only 5% of the test instances represent survivors. The upper 

and lower bound error values give us a 95% confidence limit for the test set error rate. Our 

results show an upper-bound error of 1.5% and a lower-bound error of 0.5%. Therefore, we 

can be 95% confident that the test set error rate of 1% is actually somewhere between

0.5% and 1.5%. Stated another way, given a pool of data instances for testing, if we perform 

this experiment with the same model by applying randomly selected test data from this pool 

100 times, we will see a test set dassification error rate somewhere between 0.5% and 

1.5% in at least 95 of the 100 experiments. Although we cannot be sure of the exact test 

set ассигасу of our model, we can be 95% confident that the model test set performance is 

within the computed lower and иррег error bound. We will address the issue of how confi- 

dence inten/als and error rates are computed in Chapter 7.

The Titanic dataset contains 2201 data instances. Each data instance represents in- 
formation about one passenger or crew member aboard the Titanic when it sank 
into the Atlantic Ocean on April 15, 1912. An individual instance has three input 
attribute values: the class of the individual (first, second, third, or crew>, the indi- 
vidual's age (adult or child), and the sex of the individual. The fourth attribute is 
an output attribute that tells whether the individual survived to tell the story of 
the tragic event The dataset is of historic interest and allows us to develop a pro- 
file of a "typicai" survivor of this unusual event. The dataset is found in the iDA 
samples directory as Titanic.xls.
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Erroneous and Missing Data

T h e preprocessor lets vou know  lf  an inpu t data file contains errors. Incorrectly for- 
m atted  data can take гпапу forrns. C o m m on  mistakes include:

•  Blank lines w ith o u t апу valid data.

•  Instances contain ing values in cells beyond the last attribute colum n.

•  N um eric  attributes containing invahd characters.

A  blank cell indicates a missing data item . R ow s contain ing vahd data and one or 
tnore blank cells are n o t flagged as errors.T he iDA m ining  tooLs have a bu ilt-in  fachity 
to  process missing data items.

W h en  w e beg in  a m in ing  session w ith  a file con tain ing  one o r  m ore errors that 
canno t be resolved by the preprocessor, a message box in form ing  us abou t the total 
n u m b er o f  errors appears o n  ou r screen. We are offered the o p tio n  to  con tinue the 
m in m g  session w ith  the valid data. In апу case, the rows con tain ing  one o r m ore un- 
resolved errors are h igh ligh ted  in red. Also, an MS W orđ d o cu m en t offering a gen- 
eral explanation  abou t the location o f  the  errors appears in  the  upper left o f  the 
E xcel spreadsheet. C lick ing  on  the docu m en t opens the  file.You can delete the file 
by placing the m ouse po in te r over the docu m en t and strik ing  thc  delete кеу.

Мапу real-w orld datasets contain a w ealth o f  missing an d /o r  erroneous inform a- 
tion . T h e  Spine C linic Dataset that cotnes w ith your iDA software package fits this

The Spine Ciinic Dataset
m

The dataset contains three-month follow-up in- 
formation collected by a metropolitan spine 
clinic on 171 of their patients who have had 
back surgery. The dataset consists of 31 attri- 
butes. Several attributes relate to the condition 
of the patient before and during surgery. Other 
attributes store information about current pa- 
tient health as well as general patient charac- 
teristics. The attribute return to work is of par- 
ticular interest as it indicates whether the 
patient has returned to work. Ninety-seven of

the patients had retumed 1 
to work at the time of the 
survey.

The dataset is interesting be- 
cause it contains information about real pa- 
tients who have had major surgery. Also, al- 
though the dataset has several missing and 
erroneous entries, useful patterns differentiat- 
ing patients who have and have not returned 
to work can be found. The dataset is located in 
the iDA samples directory as SpineData.xls. ■
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categorv.The Spine C linic Dataset consists o f  th ree-m onth  follow -up inform ation for 
patients w ho have had back surgery. Мапу o f  thc data entries for individual patients 
are missing, and sorne attribute values are erroneous. T he description box titled The 
Spitie Clinic Dataset as well as Appendix B provide additional inform ation about this 
dataset. Data M ining Exercise 5 asks you to profile paticnts w ho havc returned to 
w ork  after back surgerv.

4.9 C h a p te r  S u m m a ry

Data m ining is an iterative process that involves a đegree o f  art as well as science. 
Because o f  this, everyone develops their ow n special techniques for creating better 
models through data m ining. In this chapter we offercd a m ethodology for data m in- 
ing using tw o o f  the data m ining tools that are part o f  vour iDA softvvare 
package— ESX  and RuleM aker. ESX  forrns a concept hierarchy from  a set o f  in - 
stances to  perform  bo th  supervised learning and unsupervised clustering. W hether 
learning ts supervised o r  unsuperviseđ, the follow ing is a plausible strategv for analyz- 
ing a data n tining session w ith ESX:

1. Exam ine class resemblance scores and individual class rules to see how  well 
the input attributes define the form ed classes.

2. Exam ine dom ain sunmiary statistics to help locate attribu te errors and to  de- 
term ine predictive num eric attributes.

3. Examine class summ ary statistics to locate predictive categorical attribute values.

4. M odify attribute o r instance selections and paraineter settings as appropriate 
and repeat the data m ining process to  create a best data m odel.

R u leM aker creates sets o f  production  rules from  instanccs o f  know n classifica- 
tion. R u leM aker offers several rule generation param eters that incluđe the option to 
obtain a hsting o f  all possiblv interesting rules. In the next chapter vou will learn more 
about hovv ESX and R uleM aker create generalized models ffom  data.

4.10 K e y T e rm s

C lass p r e d ic ta b i l i ty .  G iven class C  and categorical a ttr ib u te  A  w ith  values у , i>2, 
the class C  predictability score for v tells us thc percent ofinstances shovv- 

ing  v as the value for A  in C.
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Class predictiveness. G iven class C  and attribute A  w ith  values vt, v2,v 3. . .v r:.A n  at- 
tribu te-va lue  prcdictiveness score for vt is defm ed as the probability  an instance 
resides in  C  given the instance has value v for A .

Class prototype. T h e instance that best represents a class o f  instances.

Class resem blance. T he average sim ilarity o f  all instances w ith in  a class o r cluster.

Cluster quality. For an individual class, cluster quality is the percen t increase (or dc- 
crease) o f  the class resemblance score relative to the dom ain resemblance.

D om ain  predictability. G iven attribute A  w ith  values v,, v,, v , . . .v r . the dom ain pre- 
dictability score for v tells us the percent o f  all dataset instances shovving v as the 

value for A .

D om ain  resem blance. T h e overall sim ilarity o f  all instances w ith in  a dataset.

N ecessary  attribute value. Value v fo r categorical a ttribu te  A  is necessary for 
m em bership in class C  i f  and only if  all instances o f  C  have vt as their value for A.

Sufficient attribute value. Value vt for categorical attribute A  is sufficient for m em - 
bership in class C  i f  and only if  anv instance having v. as its value for A  resides in C.

Typicality. T h e  typicality  o f  instance I  is the  average sim ilarity o f  I  to  the o ther 
inem bers o f  its cluster o r  class.

4.11 Exercises

Review Questions

1. D ifferentiate betw een the follow ing terrns.

a. D om ain  resemblance and class resemblance

b. Class predictiveness and class predictability

c. D om ain  predictability and class predictability

d. Typicality and class resemblance

e. W ithin-class and between-class measure

2. Suppose you have used data m in ing  to  build a m odel able to differentiate be- 
tvveen individuals likely and urdikelv to default on  a car loan. For each o f  the 
follovving, describe a categorical attribute value likelv to  displav the stated 

characteristic.

a. A categorical a ttr ib u te  value that is necessary b u t n o t sufficient for class 

m em bership.
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b. A categorical a ttribu te  value that is sufficient b u t n o t necessary for class 
mem bership.

c. A categorical a ttr ib u te  tha t is b o th  necessary and sufficien t fo r class 
m em bership.

Data Mining Questions

глв 1. This exercise demonstrates how  erroneous data is displayed in a spreadsheet 
file.

a. С ору the C reditC ardProm otion.xls dataset into a new  spreadsheet.

b. M odifv the instance on  Ипе 17 to  contain  one o r m ore illegal characters 
for age.

c. A dd one o r m ore blank lines to  the spreadsheet.

d. R em ove values from one or m ore spreadsheet cells.

e. U sing life insuratice promotion as the o u tp u t attribute, initiate a data m ining 
session w ith  E S X .W hen  asked i f  you wish to  continue m in ing  the good 
instances, answer No. O pen  the W ord docu tnen t located in  the upper-left 
corner o f  your spreadsheet to  exam ine the error messages.

2. Suppose vou suspect marked differences in prom otional purchasing trends be- 
tvveen female and male Acme credit card customers.You wish to  confirm  or re- 
fute your suspicion. Perform a supervised data m ining session using the 
CreditCardProm otion.xls database w ith  sex as the ou tpu t attribute. Designate all 
other attributes as input attributes, and use all 15 instances for training. Because 
there is no test data, the R ES T ST  and R E S  М Т Х  sheets will not be created. 
W rite  a summ ary confirm ing or refuting vour hvpothesis. Base your analysis on:

a. Class resemblance scores

b. Class predictability and predictiveness scores

c. R ules created for each class.You may wish to use the rerule feature.

3. R epeat the previous exercise w ith  income range as the ou tpu t attribute.

lab 4. For this exercise you will use ESX to perform  a data m ining session vvith the car-
diology patient data described m Chapter 2. Load the CardiologyCategorical.xls 
file into a new  M S Excel spreadsheet.This is the mixed form o f  the dataset con- 
taining both categorical and num eric data. Recall that the data contains 303 in- 
stances representing patients w ho have a heart condition (sick) as vvell as those 
w ho do not.

cab Denotes exercise appropriate for a laboratory setting.
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Save che spreadsheet to a new  file and perform  a supervised m ining session 
using dass as the o u tp u t attribute. Use 1.0 for the real-tolerance setting and 
selecc 203 instances as training data .T he final 100 instances represent the test 
dataset. G enerate rules using the default settings for the ru le generator. Answer 
the follow ing based on  your results:

a. Provide the dom ain resemblance score as well as the resemblance score tor 
each class (sick and healthy).

b. W hat percent o f  the training data is female?

c. W h a t is the  m ost com m only  o ccu rrin g  dom ain value for the attribu te

slope?

d. W hat is the average age o f  those individuals in  the healthy class?

e. W hat is the m ost com m on healthy class value for the attribu te thali

f. Specify b lood pressure values for the two m ost tvpical sick class instances.

g. W hat percen t o f  the sick class is female?

h. W h a t is the predictiveness score for the sick class a ttribu te  value angina = 
truei In your ow n words, explain w hat this value means.

i. List one sick class attribute s'alue that is highlv sufficient for class membership.

j .  W hat percent o f  the test set instances were correctly classified?

k. Give the 95% confidence hm its for the test set. State w hat the confidence 
hm it values m ean.

1. H ow  m any test set instances w ere classified as being  sick w hen  in  reality 
they w ere from  the healthy class? 

m. List a ru le  w ith  m ultiple cond itions for the sick class tha t covers at least 
50% o f  the instances and is accurate in at least 85% o f  ah cases. 

n. W hat is the m ost highly predictive num eric attribute?

5. T he SpineC hnic.xls data file has an attribute nam ed return to urnk. A value o f
1 for the attribu te indicates the patient has returned  to w ork. Load this đataset 
in to  an Excel spreadsheet and designate the return to work attribute as an ou t- 
p u t attribute. Perform  a data m in ing  session w ith ESX using aU 171 patient 
records as train ing data. G enerate rules in an attem pt to find one or two inter- 
esting rules that differentiate individuals w ho have and have n o t returned to 
w ork. U se the rerule feature if  necessary.

l a b  6. In this exercise vou wiU use instance typicahtyr to determ ine class prototypes.
You wiU then  em ploy the prototype instances to build  and test a supervised 

learner m odel.

a. O p en  the CardiologyCategorical.xls spreadsheet file.
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b. Save the file to  a new  spreađsheet.

c. Perform  a supervised m in ing  session on the class attribute. Use all instances 
for training.

d. W hen  learning is com plete, open the R E S T Y P  sheet and сору the m ost 
typical sick class instance to  a new  spreadsheet. Save the  spreadsheet and 
return  to  the RES T Y P  shcet.

e. Now, сору the m ost typical healthy class instance to  the spreadsheet cre- 
ated in the previous step and currently holding the single m ost tvpical sick 
class instance. Save the updated spreadsheet file.

f. Delete colum ns A, B, and Q  o f  the nevv spreadsheet file that novv contains 
the m ost typical healthy class instance and the m ost typical sick class in - 
stance. С ору the tvvo instances contained in the spreadsheet.

g. R e tu rn  to  the  original shee tl data shect and inscrt tw o blank rows after 
row three. Paste the two instances copied in step f  into sheetl.

h. Your shce tl spreadsheet now  contains 305 instances.The first instance in  
sh ee tl (rovv 4) is the m ost typical sick class instance.T he second instance 
is the m ost typical healthy class instance.

i. Perform  a data tnining session using the first two instances as training data. 
T he rem aining 303 instances vvill ntake up the test set.

j . Analyze the test set results by exam ining the confiision m atrix .W hat can 
you conclude?

k. R e p e a t th e  above steps b u t this tim e ex trac t the  least typical instance 
from  each  class. H ow  do  y o u r results com pare  w ith  those  o f  the  first 
experim ent?

7. Add one ог m ore unknovvn data instances to the C reditC ardProm otion.xls 
database. Use supervised learning on the life insurance promotion attribute to - 
gether vvith the procedure described in Section 4.7 to  com pute classification 
confidence scores for the new  instances.

l a b  8. Perform  a superviseđ data m ining session vvith the Titanic.xls dataset. Use 
1500 instances for training and the rem aining instances as test data.

a. Are апу o f  the input attributes highlv predictive o f  class m em bership  for 
either class?

b. W hat is the test set ассигасу o f  the model?

c. Use the confidence limits to  state the 95% test set ассигасу range.

d. W hy is the classification ассигасу so m uch low er for this experim ent than 
for the quick  m ine experim en t given in Section 4.8?
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Computational Questions

1. C oncep t class C. shovvs the follosving inform ation for the categorical at- 
tribute color. U se this inforination  and the inform ation in the table to answer 
the folknving questions:

Name Value Frequency Predictability Predictiveness

Color Red 30 0.4

Black 20 1.0

a. W hat percent o f  the instances in class C, have a value o f  black for the color 
attribute?

b. Suppose that exactly o n e  o th e r  concep t class, C 2, exists. In add ition , as- 
sum e all do inain  instances have a co lor value o f  e ither red o r black. Given 
the in form ation in  the table, can you determ ine the predictability score o f 
color — red for class C,? I f  your ansvver is yes, w hat is the predictability  
value?

c. U sing the same assum ption as in part b, can vou determ ine the predictive- 
ness score for color = red for class C,? I f  you r answer is yes, w hat is the pre- 
dictiveness scorc?

d. O n ce  again, use the  assum ption stated in part b. H ow  many instances re- 
side in  class C,?

PART
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Chapter

Knovvledge Discovery in Databases

Chapter Objectives

► Knovv the seven-step KDD process.

► Knovv that data m ining is one step ot' the KDD process.

► Understand techniques for normalizing, converting, and 
smoothing data.

► Understand methods for attribute elim ination and creation.

► Recognize the advantages and disadvantages of methods for 
dealing vvith missing data.

► Become familiar vvith the Cross lndustry Standard Process 
Model for Data M ining (CRISP-DM).

147
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In C hapter 1 we described a simple data m in ing  process m odel. In Section 5.1 o f  this 
chapter we in troduce a form al seven-step K D D  process. In Sections 5.2 through 5.8 
w e exam ine each step o f  this m odel in detail. In Section 5.9 w e in troduce a second 
know iedge discovery m odel know n as the Cross Industry Standard Process for Data 
M ining  (Ć R IS P -D M ). Section 5.10 offers two experim ents w ith  ESX that dem on- 
strate the iterative nature o f  the data m ining process.

5.1 A KDD Process Model

K now ledge Discovery in Databases (KDD) is an interactive, iterative procedure that 
attem pts to  extract im plicit, previously unknow n, and potentially useful knowledge 
from  data. Several variations o f  w hat has com e to be know n as the K D D  process 
m odel exist.The.se variations describe the K D D  process in 4 to as many as 12 steps. 
A lthough the num ber o f  steps may differ, m ost descriptions show consistency in con- 
tent. We prefer to  characterize the K D D  process as a seven-step approach to  know l- 
edge discovery. T h e  seven-step K D D  process m odel is show n in Figure 5.1. A b rief 
description o f  each step follows:

1. Goal identification . T he focus o f  this step is on understanding the dom ain 
being considered for knovvledge discovery. W e w rite a clear statem ent about 
w hat is to  be accom phshed. H ypotheses offering likely o r desired outcom es 
can be stated.

2. Creating a target data set. W ith  the help o f  one o r m ore huinan experts 
and knovvledge discovery tools, we choose an initial set o f  data to  be analyzed.

3. Data preprocessing. We use available resources to deal vvith noisy data.We de- 
cide vvhat to do about missing data vvalues and how  to account for tim e-sequence 
inform ation.

4. Data transform ation. A ttributes and instances are added an d /o r  elim inateđ 
from  the target data. We decide on m ethods to norm alize, convert, and 
sm ooth  data.

5. Data m in in g . A best m odel for representing the data is created by applving 
one o r m ore data m ining algorithm s.

6. Interpretation and evaluation. We exam ine the o u tp u t from  step 5 to  de- 
term ine if  vvhat has been discovered is bo th  useful and interesting. Decisions 
are m ade about vvhether to  repeat previous steps using new  attributes an d /o r  

instances.

7. Taking action. If  the discovered knovvledge is deem ed useful, the knovvl- 
edge is incorporated  and applied directlv to  appropriate problems.

5.1 •  A KDD Process Model 1 4 9

Figure 5.1 • A seven-step KDD process model
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крГХ-h arb ee rn k s trib e d  as the application o f  the sc ien tific  m e th o d  to data rnin- 
i i l n  1620, Sir Francis Bacon first explained the scientific m ethod in his book  Novum  

mtum (Neu> Instrument). H e  portrayed the sciendfic m ethod as a four-step process:

D efm e the problem  to  be solved.

Form ulate a hypothesis.

Perform  one or m ore experim ents to  verifv o r  refute the hvpothesis. 

D raw  and verify conclusions.

Figure 5.2 shows the correspondence betvveen the scientific m ethod  and the 
K D D  process m odel. Let s take a closer look  at each o f  the steps defining the know l- 

edge discovery process.

Figure 5.2 • Applying the scientific method to data mining
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5.2 Step 1: G o a l Identification

A m ain objective o f  goal identification is to  clearly defm e vvhat is to be accomplished. 
This first step is in  m any ways the m ost difficult, as decisions about resource alloca- 
tions as well as measures o f  success need  to  be determ ined. W henever possible, broad 
goals should be stated in the form  o f  specific objectives. H ere is a partial list o f  things 

to consider at this stage:

•  A clear problem  statem ent is provided as well as a list o f  criteria to  m easure suc- 
cess and failure. O n e  o r  m ore hvpotheses offering likelv or desired outcom es mav 

be established.
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•  T h e  choice o f  a data m ining tool o r set o f  tools is m ade.T he choice o f  a tool de- 
pends on  several factors, including the level o f  explanation required and w hether 
learning is supervised, unsupervised, o r a com bination o f  both techniques.

•  A n estim ated project cost is determ ined. A plan for hum an resource m anagem ent 
is offered.

•  A project com pletion /p roduct dehvery date is given.

•  Legal issues that m ay arise firom applving the results o f  the discovery process are 
taken in to  account.

•  A plan for m aintcnance o f  a vvorking system is provided as appropriate. As nevv 
data becom es available, a m ain consideration is a m ethodologv for updating a 
w ork ing  model.

O u r  hst is by no means exhaustive. As w ith апу software project, m ore com plex 
problem s require additional planning. O f  m ajor im portance is the location, availability, 
and condition  o f  resource data.

5.3 Step 2: Creating  a Target Dataset

A viable set o f  resource data is o f  prim ary im portance for апу data m ining project to  
succeed. Figure 5.1 shovvs target data being extracted from  three prim ary sources— a 

^"data vvjirehouse, one o r  m ore transactional databases, o r one o r m ore flat files. Мапу 
data in in ing  tools require input data to  be in  a flat file o r spreadsheet form at. If the 
original đata is housed in a flat file, creating th e jn itia l target data is straightforvvard. 
Let’s exam ine the o ther possibihties.

D atabase. m anagem cnt systems (DBMS) store and m anipulate transactional data. 
T he com pu ter programs in  a D BM S are able' to quickly upđate and retrieve inform a- 
tion from a stored database. T he data jn  a D BM S is often structured using the rela-  
tional m odel. A re la tio n a l d a ta b a se  represents data as a collection o f  tables 
contain ing rovvs and colum ns. Each colum n o f  a table is knovvn as an attribute, and 
each row  o f  the table stores inform ation about one data record .T he individual rovvs 
are called tu p le s . АД tuples in a relational table are uniquely identified by a com bina- 
tion o f  one or m ore table attributes.

A m ain goal o f  the relational m odel is to reduce data redundancy so as to  allovv 
for quick access to inform ation in  the database. A je t  o j  norm al forms that discourage 
data redundancy define form atting  rules for relational tables. I f  a relational table con- 
tains redundant data, the redundancy is renioved by decom posing the table into two 
o r m ore relational structures. In contrast, the goal o f  data m ining is to uncover the in- 
heren t redundancy in data.Therefore one o r m ore relational jo in  operations are usu- 
ally required to restructure data in to  a fo rm  am enable for data mining.
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To see this, consider the hypotheticaJ credit card prom otion database we defmed 
^  in Table 2.3 o f  C hap ter 2. Recall the table attributes: income range, magazine promotion,

umtch promotion, life insurance promotion, credit card insurance, sex, and age. T h e  data inTable 
'  • 2.3 is not a database at аД, b u t represents a flat file structure extracted frorn a database..

sucja a s jh e  one shown in Figure 5.3. T h e  Acm e credit card database contains tables 
^  ab o u trcredit card bflHnf inform ation and orders, in  addition to  inform ation about

^ re d i t  card prom odons. As you can see, the  prom otional inform ation show n in Table 
j j C  ,  /  2.3 is housed in two reladonal tables w ith in  the database. In C hap ter 6 vve detail the

database p ictured  in Figure 5.3 and show you how  the database can be restructured 
for a decision support environnrent.

N ote that Figure 5.1 also offers the possibility o f  extracting data from multiple 
databases o r files. I f  target data is to be extracted from m ore than one source, the trans- 
fer process can be tedious. C onsidcr a sinrple exam ple w here one operational database

(L ćU en . )

Figure 5.3 •  Th e  Acm e  credit card database
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stores custom er gender vvith thc coding male = 1,/emale = 2. A sccond database stores 
the gender^cocfing as ma!e =_M and female = F .T h e  coding for tnale and  femalf m m t h e 
consistent th roughout all records in the target data or the data vvill be o f  little use.The 
process o f  p rom oting this consistency w hen  transporting the data is a fo rm  o f  data 
transform ation. O th e r tvpes o fd a ta  transformations are discussed in  Section 5.5.

Finally, a third possibflitv’ for harvesting target data is thc data vvarehouse. C hapter 
1 described the data vvarehouse as a historical database designed specifically for decision 
support. In Chapter 6 you vvill see hovv a w ell-structured data warehouse best supports 
the redundancv required to bufld learner models through the process o f  data nuning.

5.4 Step 3: Data Preprocessing

M ost data preprocessing is in thc form  o f  data cleaning, vvhich mvolves accounting for 
noise and dealing vvith missing m form auon. Ideally, the m ajority o f  data preprocessing 
takes place before data is permanently stored in a structure such as a data warehouse.

Noisy Data

N oise represents random  error in attribute values. In vcn ' large datasets, noise can com e 
in manv shapes and forms. C om m on concerns vvith noisy data in d u d e  the follovving:

•  Hovv do we find duplicate records?

•  Hovv can we locate incorrect attribute values?

•  W hat data sm oothing operations should be applied to  o u r data?

•  Hovv can we find and process outlien?

r-=* Locating D uplicate Records

Suppose a certain w eekly pubhcation has 100,000 subscribers and 0.1% o f  all mafling 
hst entries have erroneous dual listings under a variation o f  the same nam e (e.g.,Jon 
D oe and Jo h n  D oe).T herefore 100 extra pubhcations are processcd and mailed each 
vveek. At a processing and m aihng cost o f  $2.00 for each publication, the companv 
spends over $10,000 each уеаг in um varranted costs. Ideallv, errors such as these аге 
uncovered as data are moved ffom an operational environm ent to  a data vvarehouse 
facflitv. A utom ated graphical tools to assist vvith data cleaning and data m ovem ent do 
exist. Hovvever, the responsibilitv for data transition stih lies in the hands o f  the data 
vvarehouse specialist.
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Locating Incorrect A ttribu te  Values

Finding errors in  categorical data presents a problem  in  large datasets. Som e data m in- 
ing  tools ofFer a sum m arv o f  frequency values an d /o r  predictability scores for categor- 
ical attributes.W e should consider attribu te values having predictability scores near 0 
as erro r candidates.

A  nuineric value o f  0 for an attribute such as b lood pressure o r  w eight is an obvi- 
ous error. Such errors often occur w hen  data is missing and default values are assigned 
to  fill in for missing iteins. In soine cases such errors can be seen by exam ining class 
m ean and standard deviation scores. How ever, i f  the dataset is large and onlv a few  in- 
correct values exist, finding such errors can be difficult. Som e data analysis tools allow 
the user to  inpu t a valid range o f  values for num erical data. Instances w ith  attribute 
values falling outside the vahd range lim its are flagged as possible error candidates.

’ Data Smoothing

D ata sm oothing is bo th  a data cleaning and data transform ation process. Several data 
sm oothing techniques attem pt to  reduce the num ber o f  values for a num eric at- 
tribute. Som e classifiers, such as neural netvvorks, use tunctions that perform  data 
sm oothing du ring  the classification process. W hen  data sm oothing is perform ed dur- 
ing classification, the data sm oothing is said to  be internal. External data sm oothing 
takes place p rio r to  classification. R ounding  and com puting  m ean values are tw o sini- 
ple external data sm oothing techniques. M ean value sm oothing is appropriate w hen 
we wish to  use a classifier that does n o t support num erical data and w ould like to re- 
tain coarse inform ation abou t num erical attribute values. In this case ah num erical at- 
tribu te  values are replaced by a corresponđing class m ean.

A nother com m on data sm oothm g techriigue attem pts to find and possiblv re- 
m ove atypical instances fforn the dataset. As we m en tioned  in C hapter 2, it is always 
useftiTto identifi,' outliers in  data, bu t it may be counterproductive to rernove outliers 
from  the database. Recall that w ith iDA we can identifv outliers by exam ining in- 
stance typicality. O uthers represent those instances w ith  the lowest typicahty scores.

9  Missing Data

Missing data item s present a problem  that can be dealt w ith in  several w'ays. In most 
cases missing attribute values indicate lost in fo rm ation . For example, a missing value 
for the attribu te age certainlv indicates a data item  that exists but is unaccounted for. 
H ow ever, a missing value^for salary m av be taken as an im entered  data ite m , but it 
could also indicate an m dividual who. is uneniploved. Som e data m ining te cn n i^ ie s  
are able to  deal directly w ith  missing values. H owever, many classifiers require all at- 
tributes to  contain a value.The follow m g are po.ssible options to r deahng w ith  missing 
data btforc the data is presented to a data m ining algorithm .
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•  D iscard records w ith m issing values. This m ethod  is m ost appropriate vvhen 
a small percent o f  the total num ber o f  instances contain missing data and we can 
be certain that missing values do indeed represent lost inform ation.

•  For real-valued data, replace m issing values w ith  the class m ean. In  m ost 
cases this is a reasonable approach for num erical attributes. O ptions such as re- 
placing missing num eric data vvith a zero o r some arbitrarily large or small value 
is generally a poo r choice.

•  R eplace m issing attribute values w ith the values found w ithin other 
highlv similar instances. This technigue is appropriate fo r c ither categorical o r 
num eric attributes.

jri/ —
Som e data m ining techniques allow instances to  contain missing values. H ere are 

three ways that data m ining techniques deal w ith missing data while learning:

Ignore m issing values. Several data m ining algorithm s, including neural 
netvvorks and Bayes classifier (C hapter 10), use this approach.

2. Treat missing values as equal comparisons. This approach is dangerous vvith 
verv noisv data in that dissimilar mstances niav appear to be уегу m uch alike.

3. Treat m issing values as unequal com parisons. This is a pessimistic ap- 
proach but may be appropriate.Two similar instances containing several miss-  
ing values vvill appear dissimilar.This is the approach used by ESX.

Finally, a slightly different approach is to  use supervised learning to  determ ine 
likely  values for missing data. W hen the missing attribu te is categorical, w e designate 
the attribu te w'ith missing values as an ou tpu t a ttribu te .T he instances w ith knovvn val- 
ues for the attribute are used to build  a classification m odel.T he created m odel is then 
sum m oned to  classify the instances vvith missing values. For num erical data w'e can use 
an estim ation inining tool, such as a neural netvvork, and apply the same strategy.

5.5 Step 4: Data Transform ation

Data transform ation can take many forms and is necessary for a variety o f  reasons.We 
offer a description o f  som e fam ihar data transform ations in  the follovving sections.

Data Normalization

A com m on  data transform ation involves changing num eric values so they fall vvithin a 
specified range. Classifiers such as neural netw orks do better vvith num erical data
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scaled to  a range betsveen 0 and 1. N orm aH zananus parncularlv appcaling \vith dis- 
tancc-bascd classificrs, because by norm alizing attribute values, attributes w ith  a wide 
range ot values arc less likelv to outw eigh attributes vvith smaller initial ranges. Four 

com m on norm alization inethods include:

D e c im a l scaling . Decimal scaling divides each numerical value bv the same povver 
o f  10. For example, if  we knovv the v'alues for an attribute range betvveen -1000 and 
1000, we can change the range to -1  and 1 by dividing each value by 1000.

M in-M ax norm alization. M in-M ax  is an appropriate technique w hen niini- 
m um  and m axim um  v'alues for an attribute are knovvn.The form ula is,

originalValue — oldMin(newMax — neivMin) +  newMin 
nciv l 'alue oldMax — oldMin

vvhere oldMax and oldMin represent the original m axim um  and m inim um  values 
for the attribute in question. N ew M ax  and ncivMin specify th e  new' m axim um  and 
m inim um  values. NewValue rcpresents the transform ation o f  originalValue. This 
transform ation is particularly useful vvith neural netvvorks vvhere the desired 
range is [0,1]. In this case the form ula simphfies to,

original Value — oldMin 
пе1џШие = oldMax — oldMin

N orm alization  using Z -scores. Z-score norm alization converts a value to a 
standard score by subtracting the attribute m ean (Ц) from  the value and dividing 
by the a ttribu te  standard deviation (O). Specifically,

r  ‘ : ’
originalValue -  Jt 

neiv Value = -------------------------

This technique is particularly useful vvhen m axim um  and m inim um  values are 

n o t knovvn.

L ogarithm ic norm alization. T h e base /> logarithm  o f  a num ber n is the ехро- 
nen t to  w 'hich b m ust be raised to  equal n. F or e.xample, the base 2 logarithm  o f  
64 is 6 because 26 =  64. R eplacing  a set o f  values w ith  the ir logarithms has the ef- 
fect o f  scaUng the rangc o f  values vvithout loss o f  inforrnation.

Data Туре Conversion

М апу data m in ing  tools, including neural netvvorks and som e statistical m ethods, can- 
not process categorical data. T herefore converting categorical data to  a num eric
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eguivalent is a conunon  data transform ation. O n  the o ther hand, som e data m ining 
techniques are no t able to  process num eric data in its original form . For example, 
most decision tree algorithms discretize num eric values by sorting the data and con- 
sidering alternative b inary spUts o f  the data items.

Attribute and Instance Selection

Classifiers vary in their abiUty to  deal w ith  large volumes o f  data. Som e data m ining 
algorithm s have trouble w ith a large num ber o f  instances, vvhereas o ther algorithms 
cannot analyze data containing m ore than a fewr attributes. Also m any data m ining al- 
gorithm s are unable to  differentiate betw een relevant and irrelevant attributes.This is a 
problem , as _it has been show'n that the num her o f  training instances needed to build 
accurate supervised learner rnodels is directlv affected by thc num ber o f  irrelevant at- 
tributes in the data. To overcome these probleins, "w T m ust make decisions about 
vvhich attributes and instances to use vvhen building ou r data m ining m odels.Thc fol- 
low ing is a possible algorithm  to help us w ith  attribute selection:

1. G iven N  attributes, generate the set S o f  aU possible attribute com binations.

2. R em ove the first attribute com bination from set S and generate a data m ining 
m odel M  using these attributes.

3. M easure the goodness o f  m odel M.

4. U ntil S is em pty

a. R em ove the next a ttribu te  com bination  from  S and build  a data m ining 
m odel using the next attribute com bination  in S.

b. C om pare the goodness o f  the new  m odel vvith the  saved m odel M. Call 
the better m odel M  and save this m odel as the best m odel.

5. M odel M  is the model o f  choice.

This algorithm  vvill surely give us a best result. T he problem  vvith the algorithm  
lies in  its complexity. l f  vve have a total o f  n attributes, the total num ber o f  attribute 
com binations is 2 " -  1. T he task o f  generating and testing all possible models for апу 
dataset containing m ore than a few' attributes is not possible. L et’s investigate a fevv 
techniques we can apply.

Elim inating Attributes

Data m ining algorithm s do not generally perform  vvell vvith data containing a vvealth 
o f  attributes that are n o t predictive o f  class m em bership. Sorne statistical as well as
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nonstatistical classifiers have attribute selection techniques included as part o f  the 
m odel building process. Classifiers w ith  bu ilt-in  attribute selection are less hkelv to 
sufier ftom  the effects o f  datasets containing attributes o f  little predictive value. 
U nfortunatelv. ш злу data m ining algorithms. including ncural nenvorks and ncarest 
neighbor classifiers, give equal w eight to  all attributes during  the m odel building 
phase. W ith  these classifiers, attribute selection needs to  take place before the data 
m in ing jirocess begins. Several steps can be taken to  help determ ine w h ich  attributes 

to  ehm inate from  consideration:

1. Input attributes highly correlated vvith o ther input attributes are redundant. 
M ost data m in ing  tools build bctter m odels vvhen only  one attribu te ffoni a 
set o f  highly correlated attributes is designated as an inpu t value.

2. For categorical data, апу attribute containing value у vvith a dom ain pre- 
dictability score greater than a chosen threshold can be considered for elim ina- 
tion. This is the case because m ost dom ain instances vvill have r as their value 
for the attribute. As the dom ain predictabihty score o f  r  increases, the abilitv o f  

v to differentiate the individual classes decreases.

3. W hen learning is superv'ised, num erical attribute significance can be deter- 
m ined by com paring class m ean an d  standard deviation scores. Recall that the 
numerical attribute significance measure employed by ESX cornputes attribute 
significance scores by com paring standardized differences betvveen class means.

T he first tvvo techniques can be apphed to supervised learning or unsupervised 
clustering. U nfortunately, vvith unsupervised clustering nurnerical attribute signifi- 
cance cannot be conrputed  because predefined classes do no t exist. Hovvever, vve can 
experim ent vvith subsets oflikely  attribute choices and use a suitable measure o fclu s- 
te r quahty to  help us determ ine a best set o f  num erical attributes.

An interesting approach to attribute selection makes use o f  genetic learn ing .T he 
m ethod  is appealing, because by incorporating  an evaluation function, vve eliminate 
th e  com binatorial problem s seen vvith the trv-everv 'thing approach but are still able 
to  achieve satisfactorv results.The approach is especially useful w hen  a vvealth o firre l-  
evant attributes exist in  the  data .T he m ethod  is best illustrated by example.

Let’s consider the credit card prom otion  database described in C hap ter 2. O nce 
again, vve assume the o u tp u t attribute is life itisurattce promotiou.Table 5.1 shovvs an in i- 
tial population  o f  three elements. Each elem ent tells us w hich attributes to use w hen 
building the associated learner m odel. A “ 1” inđicates the attribu te is an input at- 
tribu te  and a “0 ” specifies the attribu te as u nused .T he  technique is as follows:

1. C hoose appropriate training and test data.

2. Use a random  selection process to  initialize a population o f  elements.
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Table 5.1 • An Initial Population for Genetic A ttribute  Selection

Population Income Magazine VVatch Credit Card
Element Range Promotion Promotion Insurance Sex Age

1 1 0 0 1 1 1
2 0 0 0 1 0 1
3 0 0 0 0 1 1

3. Build a supervised learner m odel for each population elem ent. Each model is 
constructed w ith  the attributes specified by  the corresponding elem ent ffoin 
the population. For example, the learner m odel for population elem ent 1 uses 
input attributes: income rattge, credit card insurance, sex, and age.

4. Evaluate each elcm ent by applving the corresponding m odel to  test data. A 
possible evaluation function is test set m odel ассигасу.

5. I f  the term ination  condition has been m et, choose one elem ent ffom  the pop- 
ulation to build  a final supervised m odel ffom  the training data.

6. If the term ination condition is not satisfied, apply genetic operators to modify 
one o r m ore population elements and repeat steps 3—5.

A lthough this technique is guaranteed to converge, the convergence is not neces- 
sarilv optimal. Because o f  this, several executions o f  the algorithm  may be necessarv to 
achieve a desired result.

Creating Attributes

Attributes o flitde  predictive povver can somctimes be com bined vvith o ther attributes to 
form  nevv attributes vvdth a high degree o f  predictive capabilitv. As an example, consider 
a database consisting o f  data about stocks. Conceivable attributes include current stock 
price, 12-m onth price range, со тр ап у  growrth rate, quarterly earnings, market capital- 
ization, со тр ап у  sector, and the like.The attributes price and earnings are o f  some pre- 
dictive value in determ ining a future target price. Hovvever, the ratio o f  price to eamings 
(P /E  ratio) is knovvn to  be m ore useful. A second created attribute likelv to effectivelv 
predict a future stock price is the stock P /E  ratio divided by the со т р ап у  grovvth rate. 
H ere are a fevv transformations coinm onlv apphcd to create nevv attributes:

C reate a newr attribu te vvhere each value rep resen tsfT ra tio^f the value o f  one at- 
tribute divided by the value o f  a second attribute.
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—

•  Create a ne\v attribute \vhose values are differences bet\veen the values o f  t\vo 
existing attributes.

•  C reate a ne\v attribu te w ith  values com puted  as the percent increase oj_percent 
decrease o f  t\vo curren t attributes. G iven tw o values v, and v2 w ith  < v2, the 
percent increase o f  v, \v ith  respect to  vt is com puted  as

v , -  v,
Percent lticrease(v2,v j)  =  —^ -----

If  t', >  v„ w e subtract v2 from v, and divide by vv giving a percent decrease o f  v, 

w ith  respect to  vr

N ew  attributes representing differences and percen t increases or decreases are 
particularly useful \vith tim e-series analysis. T im e-series analvsis models changes in 
behavior over a tim e interval. For this reason, attributes created by com puting differ- 
ences betw een one tim e interval and the next tim e interval are itnportant. In C hapter 
11 you w ill see how  to  build  models for solving tim e-series problems.

Instance Selection

D ata uscd for the training phase o f  supervised learning are often random ly chosen 
from  a pool o f  instances. T h e  only criterion  affecting the random  process is that in- 
stances are selected so as to  guarantee representation from  each concept class to  be 
learned. As you saw in C hapter 2, decision tree algorithm s go a step further by initially 
choosing a random  subset o f  the selected training instances to  build  a first classifier. 
T h e  classifier is then tested on  the rem aining training instances.Those instances incor- 
rectly classified by the decision tree are added to  the subset o f  training data. The 
process is repeated until the  training set is exhausted o r a classifier that correctly classi- 

fies all training data is constructed.
An exception  to  this rule apphes to  jnstance-based classifiers. Instance- 

based classifiers do  no t create generalized classification m odels. Instead, they save a 
subset o f  representative instaaces from  each class^A ne\v instance is classified by 
com paring  its a ttr ib u te  values w ith  the  values o f  saved instances. U nkno \vn  instance 
/ is placed in the class \vhose reprcsentative instances are m ost sim ilar to /. It is obvi- 
ous that the instances chosen to represent each class d e term ine  the predictive accu- 

гасу o f  the inodel.
Instance typicality scores can be used to  choose a best set o f  representadve in- 

stances from  each class. W e have perfo rm ed  several experim ents using instance typi- 
cality to help select train ing data for supervised learning. O u r  experim ents sho\v that 
a best test set classification ассигасу can be achieved \vith all tvpes o f  classifiers by
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form ing  traim ng sets containm g an overw eighted selection o f  highly and m oderately 
tvpical training instances (R oiger and C ornell, 1996).

U nsupervised  clustering can also benefit from  instance selection. A sim ple tech - 
n ique is to  determ ine a typicality score for each dom ain instance. As predefined 
classes do n o t exist, each typicality score is com puted  relative to  all dom ain in- 
stances. Ву elim inating the most atypical dom ain  instances, an unsupervised learner 
is better able to  form  \vell-defined clusters. O n ce  quality clusters have been  form ed, 
atypical instances can then be presented to  the clustering system. T h e  clustering 
m odel w ill e ither fo rm  ne\v clusters w ith  the instances o r place the instances in ех- 
isting clusters.

Step 5: Data Mining

T he experim ental and iterative nature o f  know ledge discovery is m ost apparent dur- 
ing steps 5 and 6 o f  the kno\vledge discovery process. H ere is a tvpical scenario for 
building a supervised o r unsupervised learner model:

1. Choose training and test data from the pool o f  available instances.

2. Designate a set o f  input attributes.

3. I f  learning is supervised, choose one or m ore attributes for ou tput.

4. Select values for the learning parameters.

5. Invoke the data m ining tool to build a generalized m odel o f  the data.

.O n ce  data m ining is com plete, the m odel is evaluatedjstep 6). I f  an acceptable re- 
sult is no t seen, the just-described steps mav be repeated several times. Because o f  this, 
the total num ber o f  possible learner models created from  one set o f  data is infinite. 
Fortunately, the nature o f  the experim ental process com bined w ith the fact that data 
m ining techniques are able to create acceptable models w ith  less than perfect data in- 
creases ou r likehhood for success.

Step 6: Interpretation and Evaluation

T h e purpose o f  interpretation and evaluation is to determ ine vvhether a learner 
m odel is acceptable and can be applied to  problem s outside the realm o f  a test envi- 
ronm ent. If  acceptable results are achieved, it is at this stage \vhere acquired knowl- 
edge is translated into term s understandable by users.
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Interpretation and evaluation can take ntanv form s, som e o f  w hich include:

•  Statistical analvsis. Such analvsis is useful for detern iin ing  if significant differ- 
ences exist bervveen the perform ance o f  various data m in ing  models created using 
distinct sets o f  attributes and instances.

•  Heurisric analysis. Heuristics are rules o f  thum b that generally give good enough 
solutions to problems. M ost data m ining tools offer nuniericallv com puted heuris- 
tics to  help us decide the degree to  \vhich discovered knosvledge is o f  value.Tsvo 
examples include the class resemblance heuristic com puted by ESX  and the sum 
o f  squared error com putation associated \vith the K-M eans algorithm .

• Experim ental analysis. N eural netw ork  techniques as \vell as the K -M eans al- 
g o rithm  build slightlv different models each tim e they are invoked w ith  the same 
set o f  param eters and the same data. O th e r  m ethods build  distinct m odels w ith  
slight variations in data selection or param eter settings. Because o f  this, experi- 
m en ting  w ith  various attribute o r instance choices as well as alternative param eter 
settings can give m arkedlv different results.

•  H um an analvsis. T h e hum an com ponen t o f  result analvsis reminds us that we 
аге in  contro l o f  the experim ental process. In the final analysis, w e m ust decide
w hether the k n osvledge gained from  a data m in ing  process can be successfullv ap-

C hap ter 2 showed you how  to evaluate supervised learner models by m corporat- 
ing  a tra in ing /test set scenario. We also showed how- lift can help determ ine the value 
o f  supervised models dcsigncd for m arketing applications. In C hapter 7 we offer sev- 
eral form al evaluation m ethods, som e o f  \vhich are based o n  statistical analysis and 
others that providc a m ore intuitive approach.

5.8 Step 7: Taking Action

An ultim ate goal o f  data m ining is to  applv w hat has been learned. It is at this point 
w here \ve see ou r return  on  invcstment. A num ber o f  possible actions mav result ffom 
successtul application o f  the kno\vledge discovery process:

•  C reation  o f  a report o r technical article about \vhat has bcen discovered.

•  Fkelocation o f  retail item s for purchase or p lacem ent o f  selected item s on sale 

together.

•  T he mailing o f  promotional inform ation to a bias sampling o f  a customer population.
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•  Incorporation o f  a developed learner m odel as a front-end system designed to  de- 
tect fraudulent credit card usage.

•  Funding o f  a new  scientific study m otivated by w hat has been learned from a 
kno\vledge discovery process.

T h e  possibilities are lim ited only by our ability to gather, preprocess, and effec- 
tively analvze data. In the next section wre oud ine a data m in ing  process m odel espe- 
cially designed for the business community.

5.9 The CRISP-DM Process Model

A second process m odel that has proven application is the Cross Industry Standard 
Process for Data M ining (C R IS P-D M ). C R IS P -D M  is a product-neutral data m ining 
m odel developed by a consortium  o f  several com panies. T he C R IS P -D M  process 
m odel consists o f  six phases:

1. Business understanding. T h e center o f  attention is the project objectives 
and requirem ents from a business perspective. A data m ining problem  defini- 
tion  is given and an initial plan is developed.

The Credit Card Screening dataset contains 
information about 690 individuals who ap- 
plied for a credit card. The dataset includes 15 
input attributes and 1 output attribute indicat- 
ing whether an individual credit card applica- 
tion was accepted (+) or rejected (-). All input 
attribute names and values have been 
changed to meaningless symbols to protect 
the confidentiality of the data. The original 
dataset was submitted by Ross Ouinlan to the 
machine learning dataset repository refer- 
enced in Appendix B.

The dataset is interest- 
ing for several reasons.
First, the instances represent 
real data about credit card appli- 
cations. Second, the dataset offers a nice mix of 
categorical and numeric attributes. Third, 5% of 
the dataset records contain one or more pieces 
of missing information. Finally, as the attributes 
and values are without semantic meaning, we 
cannot introduce biases about which attributes 
we believe to be important. The dataset is 
found in the iDA samples directory under the 
name CreditScreening.xls. ■
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2. D ata understanding. T h e  focus is on data co llec tion  and hypothesis fo r- 

m ation .

3. D ata preparation. Tables, records, and attributes are selected. T h e  data is 

cleansed for the chosen m odeling tools.

4. M o d e lin g . This phase focuses on  selecting and applving one o r m ore data 

m in ing  techniques.

5. Evaluation. An analvsis o f  results determ ines l f  the developed m odel 
achieves the business objectives. A determ ination  abou t the future use o f  the 

m odel is reached.

6. D e p lo y m e n t.  I f  the m odel achieves the business objectives, a plan o f  action is 

developed to  applv the m odel.

Taken together, steps 1 and 2 represent the K1)D process o f  goal identification. Step 
3 com bines steps 2 ,3 , and 4 o f  the K D D  process m odel. Finallv, steps 4 ,5 , and 6 map re- 
spectively to  steps 5, 6, and 7 o f  the K1)D process m odel. I f  you w ant to  learn tnore 
about the C R IS P -D M  process m odel, visit the W eb site h ttp ://w w w .crisp -dm .org .

5.10 E x p e rim e n tin g  vvith ESX

In this section we provide tw o experim ents w ith  ESX. T h e  first experim ent shows 
you how  to  use unsupervised clustering to  determ ine i f  the input attributes defined 
for the C red it Card Screem ng D ataset are able to  differentiate betvveen the  values o f  
the o u tp u t attribute. T h e  second experim en t highlights the role that parameters can 
play in the kno\vledge discovery process. As o u r datasets have been preprocessed and 
we do n o t have an opportun ity  to  applv a developed m odel, we use a simplified four- 
step version o f  the K D D  process m odel for o u r experim ents. O u r revised m odel has 

the follow ing steps:

A Four-Step Process Model for Knovvledge Discovery

1. Identify the goal.

2. Prepare the data.

3. Applv data m ining.

4. In terpret and evaluate the results.

We encourage you to  use your iDA sofnvare to \vork through the experim ents w ith  us.
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Experiment 1: Attribute Evaluation

O u r first experim ent uses a dataset holding inform ation about individuals \vho were 
either accepted ог rejected w hen thev apphed for a credit card (see The Credit Card 
Scrcetiing Dataset description b ox ).T he  dataset contains 690 instances, 307 o f  w hich 
represent individuals w h o  \vere approved to  receive a credit card. T h e  rem aining 383 
individuals had their credit card application rejected. We \\'ant to know  how  \vell the 
input attributes define the classes contained in the data. Stated another \vay, \ve \vish 
to test the possibility o f  building an accurate supervised learner m odel \vith thc data. 
T h e  attributes and valucs have been m apped to a set ot’ meaningless symbols to pro- 
tect the confidentiality o f  the data. However, because the m apping is consistent, we 
should be able to apply data m ining to  analyze the dataset.

T h e  Satellite Im age  Dataset

The Satellite Image Dataset contains instances 
representing a digitized satellite image of a 
portion of the earth's surface. The dataset con- 
sists of 300 pixels for which ground truth has 
been established. Each data instance has been 
classified into exactly 1 of 15 categories: 
Urban, Agriculture 1, Agriculture 2, Turf/Grass, 
Southern Deciduous, Northem Deciduous, 
Coniferous, Shallow Water, Deep Water, 
Marsh, Shrub Swamp, Wooded Swamp, Dark 
Barren, Barren 1, and Barren 2. Each category 
contains approximately 20 instances.

Our ability to analyze satellite image data is 
of primary importance because it allows us to 
monitor changes in regions of the earth's sur- 
face as they occur. The capacity to see changes 
in specific regions has implications for both the 
scientific and business communities. Ву moni- 
toring changes to the earth's surface, the scien- 
tist is able to better understand environmental 
control issues. The business analyst can use ob- 
tained knowledge about regional changes to

help make decisions about ' 
whether to support addi- ^
tional commercial develop- --------
ment in the specified area.

Мапу datasets available for data mining 
experiments contain instances having two or 
three dasses. Unlike these datasets, the satel- 
lite image data is of special interest because 
it allows us to build and test data mining 
models for a large number of well-defined 
classes. Also, as each class contains a limited 
number of instances, we are able to easily see 
the differences that slight adjustments in 
learner model parameter settings can make 
in model performance. Finally, the dataset is 
entirely numeric and can therefore be used 
to build and test neural network models. Two 
versions of the dataset are contained in the 
iDA samples directory. The file titled sonar.xls 
is for supervised learning, and the file 
sonaru.xls can be employed to build unsu- 
pervised leamer models. ■

http://www.crisp-dm.org
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O ne vvay to  accornplish ou r goal is to  use a train ing /test set scenario and measure 
classifier test set ассигасу. A second and sometim es m ore useful technique is to  em - 
ploy unsupervised clustering to  see hovv vvell the set o f  input attributes are able to  de- 
fm e the classes knovvn to  be in the data. I f  the inpu t attributes define the ou tput 
classes, vve vvill see the instances naturally cluster so as to  separate the knovvn classes. 
This techm que is particularly useful if  vve initiallv build  a supervised m odel w ith  the 
data and encoun ter a less than optim al test set accuracv. I f  the unsupcrvised clustering 
also fails to  naturally cluster the knovvn classes, w e conclude that the attribute choices 
are poor. For ou r experim ent, vve choose the unsupervised approach.

*Applying the Four-Step Process M odel 
to the Credit Card Screening Dataset*

STEP 1: IDENTIFY THE GOAL
The Credit Card Screening Dataset contains 690 data instances, each of which has 15 input at- 

tributes and 1 output attribute. The output attribute indicates whether an individual credit card 

application was accepted (+ ) or rejected ( - ) .  All input attribute names and values have been 

changed to meaningless symbols to protect confidentiality of the data. Our goal is to determine 

if the defined input attributes are appropriate choices for building a supervised learner model. 

We pursue our goal by applying unsupervised clustering to see if the two dasses (accept/reject) 

naturally form two clusters.

STEP 2: PREPARE THE DATA
The dataset is housed within the samples directory as CreditScreening.xls. The input attribute 

types and designations should be correct. However, as our experiment calls for unsupervised 

clustering, we must change the usage of the class attribute to display-only. In this way, we will 

be able to tell how many instances from each dass are contained in the formed clusters. Here's 

what to do:

•  Open Excel and load the CreditScreening.xls file.

•  Save the file under a new name. In this way, the original file remains intact.

•  Change the usage on the class attribute from 0  to D.

STEP 3: APPLY DATA MINING

•  Initiate an unsupervised dustering with ESX.

•  Set the similarity parameter at 45 to form 2 dasses.
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•  Use the default value for the real-valued tolerance setting.

•  Begin the mining session.

•  Generate rules using the default settings.

STEP 4: INTERPRET AND EVALUATE THE RESULTS
Let's explore the results by following the strategy for analyzing a data mining session outlined 

in the Chapter 4 summary. Неге we list the steps of the strategy described in Chapter 4 and 

provide our analysis.

1. Examine dass resemblance scores and individual dass rules to see how well the input
attributes define the formed dasses.

•  Two clusters of approximately equal size were formed. One cluster contains 3 2 1 in- 
stances. The second duster has 369 instances.

•  The resemblance scores for each of the two clusters exceeds the domain resem- 
blance value. This gives initial positive evidence of a well-defined clustering.

•  A wealth of rules can be seen for both dusters. This provides further evidence sup- 
porting well-defined clusters.

2. Examine domain summary statistics to help locate attribute errors and to determine
predictive numeric attributes.

•  Missing categorical attribute values are shown as a small square (■).

•  Numeric attributes eight and eleven show the highest significance scores. 
Attributes fourteen and fifteen offer the least predictive power.

•  The table of most commonly occurring categorical attributes shows that attributes 
nine, ten, and tvvelve have different values.

3. Examine dass summary statistics to locate predictive categorical attribute values.

•  Categorical attributes nine and ten have relatively high attribute-value predidability 
and predictiveness scores.

•  Of primary interest is the fact that 84% of the instances in duster 1 are from the 
credit card application accept class. Also, 90% of the credit card reject class in- 
stances are housed in cluster 2. These facts, taken together, offer strong support- 
ive evidence that the input attributes define the two dasses found within the 
data.

4. Modify attribute or instance selections and parameter settings as appropriate and re-
peat the data mining process to create a best data model.
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•  As our results give positive support that a subset of the input attributes determine 
the value of the output attribute, a logical next step is to use a training/test set sce- 
nario to build and test a supervised learner model.

•  Consideration should be given to limiting the attributes used to build the super- 
vised model to those deemed most predictive of dass membership.

To provide additional support for the ability of the input attributes to build an accurate su- 

pervised model, we applied a training/test set scenario to the data. We used 350 instances for 

training and 340 test set instances to build the supervised leamer model. Approximately 45% 

of the total dataset instances represent approved applications. This same percent holds for the 

first 350 instances. Therefore we simply designated the first 350 data instances as the training 

data. The resultant model showed a 78% test set dassification ассигасу. The confusion matrix 

for this experiment is shown in Table 5.2.

Next we applied three additional experiments to the data. For the first experiment, we used 

the same training and test data but flagged all but the most prediđive categorical and numeric data 

as unused. Specifically, we limited the attribute selection to attributes eight, nine, ten, and eleven. 

The experiment showed a 77% test set ассигасу. Although model performance did not improve, it 

is dear that we achieved the same test set ассигасу by using a subset of four input attributes. For 

the second experiment, we flagged the four most predictive attributes as unused and used the re- 

maining input attributes to build the supervised model. The resultant test set ассигасу was 58%. 

This result is expected because the best predictors of dass membership have been removed.

For the final experiment we used all input attributes but limited the training data to the 20 

most typical training set instances from each dass. The results of the experiment showed a 

76.5% classification correctness. The confusion matrix for the experiment is displayed in Table

5.3. It is interesting to note that the model accepts only 25 individuals that should have been 

rejeded. It is also interesting that a supervised model built with 40 of the most typical data in- 

stances is able to perform as well as the model created using 350 training instances. This is, at 

least in part, a dired result of the fa d  that the instances from the two classes naturally form 

separate clusters. The Deer Hunter Dataset introduced in the previous chapter does not have 

this charaderistic. Building an acceptable supervised learner model for the Deer Hunter Dataset 

is much more of a challenge (see Data Mining Exercise 1).

Table 5.2 • A Confusion Matrix for Credit Card Screening 

Computed Computed
Accept Reject

Accept 115 38

Reject 35 152
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Table 5.3 • Test Set Results for a Most Typical Training Model 

Computed Computed
Accept Reject

Accept 98 55

Reject 25 162

Experiment 2: Parameter Evaluation

О иг second example uses a đataset containing pixels representing a digitized satellite 
image o f  a portion  o f  the earth’s surface.The training and test data consist o f  300 pix- 
els for vvhich ground tru th  has been cstablished. These data have been classified into 
15 categories: U rban, A griculture 1, A griculture 2, Turf/Grass, Southern  D eciduous, 
N orthern  Deciduous, Coniferous, Shallow Water, D eep W atcr, M arsh, Shrub Swamp, 
W ooded Swamp, D ark Barren, Barren 1, and Barren 2. Each categorv contains ap- 
proximately 20 instances. Each pixel is represented by six num eric values consisting o f  
the m ultispectral reflectance values in six bands o f  the electrom agnetic spectrum : blue 
(0.45-0.52 m ), green (0.52-0.60 m ), red (0.63-.069 m), near infrared (0.76-0.90 m), 
and tw o iniddle inffared (1.55-1.75 m  and 2.08-2.35 m). For additional inform ation 
on the dataset, see The Satellite Image Dataset description box.

М апу learning schemes are controlled by one o r m ore user-set parameters. Recall 
that E SX  uses the real-valued tolerance param eter to  help com pute similarity scores 
for num eric data. Experim ental results have shown that the default setting o f  1.0 is 
usuallv a best value for this pararneter. Hovvever, in cases w here num eric attributes 
have little vvithin-class variation relative to  overall dom ain variation, lovver (more 
stringent) settings are necessary for a best result. O n e  o f  the purposes o f  o u r second 
experim ent is to  see the m arked effect this paratneter can have on test set classification 
correctness w ith  ESX.

*Applying the Four-Step Process Model 
to the Satellite Image Dataset*

STEP 1: IDENTIFY THE GOAL
Our goal is to develop an accurate supervised leamer model for dassifying pixel images taken from 

a satellite image of a region of the earth's surface. Once accepted, the model will be used to lo- 

cate regional ground changes for the specified area. A marked urban advance within the area will 

initiate investigation into the possibility of additional business development projects for the region.
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STEP 2: PREPARE THE DATA
Before performing the experiment, we need to load and prepare the data:

•  To begin, open Excel and load the sonar.xls spreadsheet file.

•  The output data is currently formatted for the iDA backpropagation neural network. As 
our experiment uses ESX, we must modify the third row of the spreadsheet file

•  Сору the workbook to a new Excel spreadsheet.

•  We will perform a supervised dassification on the c/oss attribute. Change the class 
attribute usage from U to 0  and change the usage for attributes outputl, output2, 
output3, and output4 to U. Figure 5.4 shows the correct format for the spreadsheet 

data. We are now ready to begin mining the data.

STEP 3: APPLY DATA M INING

•  Perform a supervised classification with ESX. Use 150 data instances for training.

•  Let the real-valued tolerance setting default to 1.0.

Figure 5.4 • Satellite image data
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STEP 4: INTERPRET AND EVALUATE THE RESULTS
Because a test set has been applied, a logical first step is to examine the confusion matrix. 

Open the RES МТХ sheet to check the confusion matrix for this experiment. Notice that the test 
set dassification correctness is 65%.

A first reaction could easily be that the dataset is not amenable for data mining. After all, 

150 training instances for a 15-dass dataset allows an average of only 10 training instances per 

dass! However, many factors may be responsible for the poor result. Therefore we conduct a 

thorough investigation before drawing апу final conclusions. We follow the strategy for analyz- 

ing a data mining session outlined in the Chapter 4 summary. As with the first experiment, we 

list the steps of the strategy and provide our analysis.

1. Examine class resemblance scores and individual dass rules to see how well the input 
attributes define the formed dasses.

•  The fact that a majority of the dass resemblance scores are at or near 1.0 is suspect.

•  A wealth of rules exists for most dasses, indicating a training set of well-defined 
dasses.

2. Examine domain summary statistics to help locate attribute errors and to determine 
predictive numeric attributes.

•  All numeric attributes show attribute significance scores over 1.90 with some signif- 
icance values above 3.5.

•  This indicates a very well-defined set of class attributes.

3. Examine class summary statistics to locate predictive categorical attribute values.

•  The data does not contain categorical attributes.

4. Modify attribute or instance selections and parameter settings as appropriate and re- 
peat the data mining process to create a best data model.

•  Our condusion tells us the training data contains well-defined dasses as measured 
by large attribute significance scores and a wealth of class rules. We also see un- 
usually high dass resemblance scores.

•  A viable course of action is to make an attempt at lowering dass resemblance 
scores by modifying the real-valued tolerance parameter.

Initially, the action suggested in step 4 seems counterintuitive. However, the fact that the 

resemblance scores are so high, together with the poor test set result, indicates that the model 

is unable to differentiate between instances from altemative classes. Therefore we must make 

the similarity criteria more stringent by lowering the value of the tolerance parameter. Let's fol- 

low the suggested action and repeat the experiment, but this time set the real-valued tolerance 
at 0.30.
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When data mining is complete, check the confusion matrix resulting from the classifica- 

tion. Your confusion matrix should show a dassification corređness of 98%. Next we check the 

class resemblance scores. Surprisingly, the scores are still above 0.90. However, the fact that 

we have improved performance indicates the tolerance setting isn't causing overly optimistic 

similarity computations. As a final note, if the input data is strictly categorical and a similar initial 

result is seen, a separate course of action is required. This is true because categorical data do 

not have tolerance settings. Additional options for improving results for both categorical and 

numeric data indude adding or deleting attributes, choosing a new set of training instances, in- 

creasing or decreasing the number of training instances, and transforming current attributes to 

create new features.

B oth experim ents in this section applied the four-step process inodel to  datasets 
having a vvell-defined o u tp u t attribute. T his same process m odel can be applied to 
datasets vvhere an o u tp u t attribu te is n o t defined. A particularly in teresting  đataset 
that does n o t have an o u tp u t attribu te specified is the G am m a-R ay Burst Dataset. 
You can read about this dataset in  the descrip tion  box titled Gamma-Ray Burst 
Dataset. D ata m ining exercise 4 asks you to perfo rm  several experim ents w ith this

dataset.

5.11 Chapter Summary
K now ledge discovrery can be m odeled  as a seven-step process that includes goal iden- 
tification, target data creation, data preprocessing, data transform ation, data m ining, 
result in terpretation  and evaluation, and know ledge application. A  clear statem ent 
abou t w hat is to  be accom plished is a good  starting  p o in t fo r successful know ledge 
discovery. C reating  a target dataset often involves extracting  data from  a w arehouse 
o r a transactional database. Transactional databases do n o t store redundant data, as 
they are m odeled  to  quickly update and retrieve in form ation. Because o f  this, the 
structure o f  the data in  a transactional database m ust be m odified before data m ining 

can be applied.
P rio r to  exerđsing  a data m in ing  tool, the gathered data is preprocessed to remove 

noise. M issing data is o f  particular concern  because m any data m in ing  algorithm s are 
unable to  process m issing items. In addition to  data preprocessing, data transform ation 
techniques can be applied before data m ining takes place. D ata transform ation m eth - 
ods such as data norm aU zation and attribute creation o r elim ination are often neces- 
sary for a best result. A n attribute selection technique o f  particular interest makes use 
o f  genetic learning to  help us decide on a best choice o f  attributes.

O n ce  a data m in ing  process has been com pleted, the results are evaluated. If  the 
results are acceptable, the created m odel can be applied. If  the results are less than op - 
timal, o ne ог m ore steps o f  the knovvledge discoverv process are repeated. Fortunately,
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ш ш ш ,
The Gamma-Ray Burst Dataset

Gamma-ray bursts are brief gamma-ray 
flashes with origins outside of our solar sys- 
tem. Моге than 1000 such events have been 
recorded. The gamma-ray burst data in this 
dataset are from the BATSE 4B catalog. The 
bursts in the BATSE 4B catalog were observed 
by the Burst And Transient Source Experiment 
(BATSE) aboard NASA's Compton Gamma- 
Ray Observatory between April 1991 and 
March 1993. Although many attributes have 
been measured for these bursts, the dataset is 
limited to seven attributes. Attribute burst 
gives the assigned burst number. All other at- 
tributes have been preprocessed by applying 
a logarithmic normalization. Normalized at- 
tributes T90 and T50 measure burst duration 
(burst length), P256 and fluence measure 
burst brightness, and HR321 and HR32 mea- 
sure burst hardness.

This dataset is interesting  ̂
for several reasons. First, the ^
dataset allows astronomers to de- --------
velop and test various hypotheses about 
the nature of gamma-ray bursts. In doing so, as- 
tronomers have an opportunity to leam more 
about the structure of the universe. Second, the 
raw gamma-ray burst data had to be pre- 
processed and transformed several times before a 
set of significant attributes were developed. The 
dataset dearly demonstrates the importance of 
data preprocessing and data transformation. 
Finally, because the data is strictly real-valued, we 
can study this data using a neural network ap- 
proach. The dataset is found in the iDA samples 
directory under the name Grb4u.xls. If you would 
like more information about the BATSE project, 
visit the Web site at http://www.batse.msfc. 
nasa.gov/batse/grb/catalog/.И

an iterative approach inv-olving m odel creation and  m odel testing vvill often lead to an 
acceptable result.

A second knovvledge discovery process m odel that has a proven track record is the 
C R IS P -D M  process m odel. C R IS P -D M  is a product-neutral m odel developed 
specifically for the business com munity.

5.12 KeyTerms

Data cleaning. A data preprocessing technique that accounts for noisv and missing 
data.

Data norm alization . A data transform ation vvhere num eric  values аге m odified to 
fall vvithin a specificd range.

D ata preprocessing. T he step o f  the K D D  process that deals w ith  noisv and miss- 
ing  data.

http://www.batse.msfc
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D ata transform ation. T h e  step o f  the K D D  process that deals w ith  data norm aliza- 
tion and conversion as \vell as the ađdition a n d /o r  elim ination o f  attributes.

D ecim al scaling. A data transfo rm ation  techn ique  for a n u m e ric  attribu te  w here 
each value is divided by the same pow er o f  10.

Instance-based classifier. Апу classifier that rnodels data by saving a subset o f  in- 
stances from  each class.

L ogarithm ic n orm aliza tion . A data transform ation  m e th o d  for a num eric  at- 
tribute w here each num eric  value is replaced by its base b logarithm .

M in-M ax norm alization . A data transform ation m ethod  that is used to  transform a 
set o f  num eric attribu te values so they fall w ith in  a specified num eric range.

N oise. R andon i erro r in data.

R elational database. A database vvhere data is represented as a collection o f  tables 
containing rovvs and colum ns. Each colum n o f  the table is knovvn as an attribute, 
and each rovv o f  the table stores inform ation about one data record.

Scientific m eth od . A four-step approach to  problem  solving that includes defining 
a problem , fo rm ing  a hvpothesis, perfo rin ing  an experitnen t, and dravving con- 

clusions.

T im e-series analysis. Апу technique that models changes in behavior over a period 

o f  time.

Tuple. A n inđividual rovv o f  a table in a relational database.

Z -score  n orm aliza tion . A data norm aliza tion  techn ique  fo r a num eric  a ttribu te  
vvhere each n u m eric  value is replaced by its standardized difference from  the 

mean.

5.13 Exercises

Revievv Questions

1. D ifferentiate betvveen the follow ing terms:

a. D ata cleaning and data transform ation

b. In ternal and external data sm oothing

c. D ecim al scahng and Z -score norm ahzation

2. In Section 5.4 you learned abou t three basic ways that data m ining techniques 
deal w ith  missing data w hile learning. D ecide w hich technique is best for the 
follovving problem s. Explain each choice.

a. A m odel designed to  accept or reject credit card applications.
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b. A m odel for detcrm ining  w ho  shoulđ receive a prom otional flver in the 
mail.

c. A m odel designed to determ ine those individuals likely to  develop colon 
cancer.

d. A model to  decide w hether to drill for oil in a certain region.

e. A m odel for approving or rejecting candidates applying to  refinance their 
home.

Data Mining Questions

1. Use the D eer H un ter Dataset to  perform  the following tasks.

a. R epeat the experim ent described in Section 5.10, which uses unsupervised 
clustering, to  determ ine if  the defined set o f  input attributes are appropriate 
for building a supervised learner m odel. Follow the four-step m odel and 
vvrite a short description o f  vvhat was found at each step o f  the process. Be 
sure to  đesignate the yes attribute as display-only. Because the dataset is rela- 
rively large, vou should initially use the quick m ine feature to achieve a set- 
ting for the similarity score that vvill result in tvvo form ed classes.

b. A ttem pt to  build a supervised learner m odel using the first 4000 data in - 
stances for training.W hat is уоиг test set result?

c. C hoose the m ost predictive categorical and n u m eric  attribu tes toge ther 
vvith the first 4000 instances to build a second supervised m ode l.W hat is 
уоиг test set result? Is the result an im provem ent over the result in  part b?

d. Build a final m odel using the 50 m ost typical instances fforn each class as 
train ing data. C om pare уоиг test set results w ith  the results ob ta ined  in 
parts b and c.

tAB 2. Ferform  an unsupervised clustering using the sonaru.xls data file. E xperim ent 
vvith the instance similarity and real-tolerance param eters in an attem pt to 
form  15 vvell-defined clusters similar to  the actual classes contained in the 
data. Be sure to  designate the class attribute as disp!ay-only.

a. D oes the clustering  shovv a class structu re  sim ilar to  the actual classes 
found vvithin the data?

b. W hich classes shovv instances that naturally cluster together?

c. W hich classes tend to  in term ix their instances vvith the instances o f  other 
classes?

vab Denotes exercisc appropriate for a laboratorv setting.
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la b 3. T h e CardiologyN urnerical.xls data file contains the same instances as the 
CardiologyCategorical.xls file but the categorical attributes have been 
changed to  num eric equivalents.

a. Load the CardiologyN um erical.xls file in to  Excel. Please refer toTable 2.1 
to  see how  the categorical attributes are m apped to  corresponding num er- 
ical equivalents. For exam ple, the table shows that values male and female 
for attribute sex are replaced w ith  a 1 and a 0. Likewise the values angina, 
abnorm al angina, noTang, and asvm ptom atic for attribute chest pain type 
are respectively replaced w ith  1,2,3, and 4. N o te  tha t the class attribu te  
represents an instance o f  the healthv class w ith  a 1 and an instance o f  the 
sick class w ith a 0.

b. Perform  the first experim ent in  Section 5.10 using this dataset. Follow the 
four-step  m odel and w rite  a short descrrptron o f  w hat was found  at each 
step o f  the process. B e sure to designate the dass attribu te as display-only. 
You may have to  m anipulate the real-tolerance setting to get a best result. 
D o  the healthy and sick instances cluster together?

la b  4. T h e  iDA samples directory includes a file nam ed grb4u.xls. R ead  about this 
dataset in  the description box titled Tlte Ganmia-Ray Burst Dataset locatcd at 
the end o f  this chapter.

a. U se ESX  to perfo rm  fou r unsupervised  clusterings o f  this data.Vary the 
sim ilaritv param eter se tting  so as to  create tw o, three, four, and five clus- 
ters. Be sure to  save each clustering in a new  spreadsheet.

b. For each o f  the four clusterings, exam ine the dom ain  and class statistics as 
well as the rules generated  for inđividual clusters. C hoose one o r  tw o o f  
the clusterings and provide a b rie f w ritten  description o f  the nature o f  the 
bursts falling in to  each cluster. Indicate апу m arked ditferences you find in 
average burst length, burst brightness, and burst hardness.

c. U se sorne co m b in atio n  o f  class resem blance scores, generated  rules, and 
a ttribu te  significance values to make a decision abou t w hich clustering is 
a best representation o f  the data. Justify vour answer.

d. List one rule from  each o f  the clusters fo r the clustering you believe to be 
a best choice.

5. Visit the FTP site: ftp ://ftp .ics.uc i.edu /pub /m ach ine-learn ing-da tabases/ (or 
апу o f  the Web sites hsted in A ppenđix B) and select a dataset that interests 
you. D ow nload and form at the data in an Excel spreadsheet. U se ESX and the 
four-step  process m odel defined in Section 5.10 to  perform  one or m ore data 
m in ing  experim cnts w ith  the data.
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Computational Questions

1. Set up a general formula for a M in-M ax norm alization as it w ould be apphed 
to  the attribute ауе for the data in Table 2.3. Transform  the data so the new  
m inim um  value is 0 and the new  m axim um  value is 1. Apply the form ula to  
determ ine a transform ed value for age =  35.

2. T h e  price o f  a certain stock increases from  $25.00 to  $40.00. C om pute  the 
percent increase in the stock price.

3. You are to apply a base 2 logarithm ic norm alization to  a certain num eric at- 
tribu te whose current range o f  values falls betw een 2300 and 10,000. W hat 
will be the new  range o f  values for the attribute once the norm alization has 
been com pleted?

4. Apply a base 10 logarithmic normalization to the values for attribute age in  
Table 2.3. Use a table to  hst the original values as well as the transformed values.

5. Use the C reditC ardProm otion.xls data file together w ith the initial elem ent 
population show n in Table 5.1 to  perform  the first iteration o f  the genetic 
algorithm  for attribute selection. Specify hfe insurance prom otion as the o u t-  
pu t attribute. Use 10 instances for training and the rem aining instances as a 
test set. Use classification correctness on the test data as your fitness function. 
List the fitness scores for each o f  the three elem ents o f  the initial population.

6. Based on  the experim ents w ith  ESX in this chapter, can you hypothesize an 
inverse relationship betw een a setting for the real-tolerance param eter and 
num erical attribute significance?

ftp://ftp.ics.uci.edu/pub/machine-learning-databases/
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The Data VVarehouse

C h a p te r O b jectives

► Understand why transactional databases do not support the 
redundancy required fo r decision support.

► Know that a data warehouse is im plem ented using a 
m ultid im ensional or re lational architecture.

► Understand how a star schema is used fo r data warehouse 

m odeling.

► Know how  on-line  analytical processing can be applied to 
analyze the  m ultid im ensional data stored in a warehouse.

► Understand how  M icrosoft Excel p ivo t tables can be used to 
model m u ltid im ensiona l data.
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Data m in ing  can, has, and wiU con tinue to  take place in  environm ents no t supporting 
a data warehouse. However, as volum es o f  data continue to  be coUected for purposes 
o f  decision support, the need for organized, efficient data storage and retrieval archi- 
tectures has becom e quite apparent.T he result o f  this need has sparked the birth  o f  the 
data warehouse.

In this chapter we provide an overview  o f  the rnajor concepts and issues that sur- 
round data vvarehouse design. A lthough several w arehousing architectures exist, we fo- 
cus on  the m ost connnon  design forms. We also in troduce on-line analytical 
processing— a pow erful decision support tool offering a m ultidim ensional approach 
for data analysis. In  Section 6.1 you vvill learn about the inheren t problems in  analyz- 
ing data stored in  a transactional database. In Section 6.2 w e define data vvarehousing 
and detail a popular m odel for data warehouse design. Section 6.3 shows how  on-line 
analytical processing can be used to  test hum an-generated  hypotheses about data 
stored in  a warehouse. We conclude this chapter vvith an in troduction  to M S Excel 
pivot tables.

Several books have been w ritten  about designing and im plem enting a data w are- 
house. Tvvo exceOent sources for additional inform ation abou t data vvarehousing are 
Object-Oriented Data Warehouse Design (Giovinazzo, 2000) and Die Data Warehouse 
Lifecycle Toolkit: Expert Methods for Designing, Developing, and Deploying Data Warehouses 
(Kimball e t al., 1998).

6.1 Operational Databases

We have seen that one possibility for gathering data for analysis is to extract data d i- 
rectly from  on e  o r  m ore operational databases. O perational, o r  transactional, databases 
are designed to  process individual transactions quickly and efficiently. This type o f  
transaction-based interaction is knovvn as on-line transactional processing, or 
simply OLTP.

In contrast, decision support systems are subject o rien ted .T h ey  incorporate facil- 
ities for reporting , analyzing, and m in ing  data about a particular topic such as credit 
card prom otions, autom otive engine repairs, ог heart disease. Because o f  the difference 
in in ten t betw een  an operational and a decision support setting, models built for one 
m ethodologv are no t appropriate fo r the other.To dem onstrate, let s take a quick look  
at the structures used for m odeling an operational database environnient.

Data Modeling and Normalization

T he first step tovvard building a transactional database is data m odeling. A data 
m odel docum ents the structure o f  the data to  be placed in to  a system independent o f
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hovv the data vvill be used. A com rnon no tation  for data m odeling is the entity rela- 
tionship diagram  (ERD). An E R D  shows the structure o f  the data in term s o f  en - 
tities and relationships between entities. An entity is like a concept in that it 
represents a class o f  persons, places, or things. An entity may contain one o r several at- 
tributes. A  кеу represented by a com bination  o f  one or m ore attributes uniquely iden- 
tifies each instance o f  an entity.

Relationships betvveen entities are either o n e-to -on e, one-to-m any, or m any- 
to-m any. In a m onogam ous societv, the husband-mfe relationship is o n e-to -o n e .T h e  

father-child relationship is one-to-m any because a father mav have one or several chil- 
dren, but a child has one and only one biological father. Finallv, student—teacher is a 
m any-to-m any relationship because a teacher can have several smdents and a student 
is likely to have m ore than one teacher.

Figure 6.1 depicts a hvpothetical E R D  for tvvo entities \ehicle-type and customer. 
T he кеу for each entity  is marked w ith a d o t.T hat is, type ID  uniquely identifies a ve- 
hicle o f  a specific make and уеаг and customer ID  is a unique identifier for the cus- 
tom er entitv'. T he crows feet on  customer indicate that the relationship betvveen the 
tvv’o entities is one-to-m any. T hat is, each custom er owns exactly one vehicle, but sev- 
eral custoniers can ovvn a vehicle having the same make and уеаг.

If  crovvs feet also appear on  the link to  i>ehicle-type, the relationship is m any-to- 
many, thus allowing on e  custonier to  ow n m ore than one vehicle. M any-to-m any re- 
lationships are typically mapped as tw o one-to -n iany  relationships by creating an 
intersection entity vvhose existence depends solely on  the m any-to-m any relation- 
ship. Figure 5.3 in C hapter 5 depicts an E R D  using the no ta tion  adopted by 
M icrosoft Access. A ttributes representing keys are h ighhghted  and crows feet are re - 
placed by the symbol for infinity (°°). Figure 5.3 shows tha t promotion-customer is an

Figure 6.1 • A simple entity-relationship diagram

Туре id  Make Customer ID
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intersection en titv  fo rm ed  by a m any-to-m any relationship betvveen promolion and 
customer. T h e  relationship is m any-to -m any  because several custom ers can take ad- 
vantage o f  a single prom otion  and an individual custom er may choose to  purchase 
several p rom otional offerings.

O nce  an E R D  has been com pleted, the m odel is analyzed for possible improve- 
m ents.A  m ain part o f th e  analysis involves norm alization. N orm ahzation is a rnulti- 
step process designed to  remove апу redundancies that may be present in the current 
m odel. Several norm al form s have been defined. First norm al form  (1NF) requires 
aU attributes to  have a single value. A n entity  is in  second norm al form  (2NF) i f  it 
is in  first norm al forrn and all попкеу attributes are dependen t on the full prim ary 
кеу. T he check  for 2N F  is relevant only w hen  the кеу field is inade up o f  m ore than 
one attribute. An entity  is in third norm al form  (3NF) i f  it is in 2N F and the fol- 
lovving condition  is m et:

Every nonprimarу кеу attribute is dependent on the primary кеу, the whole primary
кеу, and nothing but the primary кеу.

T hat is, 3N F  requires that the values for all попкеу attributes are dependent solely on 
the com plete p rim ary кеу. A lthough h igher norm al form s have been defined, m ost 
data m odels are considered acceptable if  all entities are in 3NF.

The Relational Model

E R D s m ap naturally to  the relational m odel.Table 6.1a shows the relational table for 
vehicle-type, andTable 6.1b displays the relational table for customer. N otice the o n e - to -  
шапу relationship betw een vehicle-type and customer is supported  by placing the кеу 
field for vehicle-type as an attribute in  customer. W hen  an intersection entity is m apped 
to a relational table, it contains the кеу field from the tw o entities m aking up the o rig - 
inal m any-to -m any  relationship.This is seen in Figure 5.3 w here the intersection en - 
tity promotion-customer holds bo th  customer-ID and promotion-ID.

R elational databases are vvell suited for transactional processing bccause they can 
efficlendy collect and manage data w ith o u t loss o f  inform ation. Hovvever, data n iin ing 
and o ther form s o f  decision support are interested in analyzing rather than processing 
data. As the  purpose o f  data analysis is to  exam ine and uncover redundancies in~Hata, 
the uniqueness constraints placed on the relational m odel by the norm alization 
process are no t đesirable for a decision support environm ent. An example vvill make 
this po in t clear.

L ets consider the relations showrn inTables 6.1a and 6.1b. T h e  relational join op - 
erator is used to  com bine tvvo relational tables by m atching the values o f  an attribute 
com m on toTfoth tables. We can jo in  Tables 6.1a and 6.1b on  the com m on attribu te
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Table 6.1 a • Relational Table for Vehicle-Type

Туре ID Маке Year

4371 Chevrolet 1995
6940 Cadillac 2000
4595 Chevrolet 2001
2390 Cadillac 1997

Table 6.1 b • Relational Table for C u s to m e r

Customer Income
ID Range (S) Туре ID

0001 70-90K 2390
0002 30-50K 4371
0003 70-90K 6940
0004 30-50K 4595
0005 70-90K 2390

type ID .T M e  6.2 displays the table resulting from  the jo in  operation.W e can make at 
least tvvo observations. First, Table 6.2 is denorm alized, because апу com bination o f  
one or m ore attributes chosen as the кеу field vvill violate the functional dependency 
requirem ent. For example, creating a com bined кеу field vvith attributes customer ID  
and type ID  violates 2N F  because make, income range, and уеаг are each dependent o n  
part of, b u t not the entire, кеу field.

A second observation is the relationship betvveen an indiv'iduals salary and the 
tvpe o f  car he o r she ovvns. A lthough this relationship is n o t o f  interest in  a transac- 
tional environm ent, it is o f  prim arv im portance to decision support. Reiationships 
shovving this type o f  redundancy can only be observ'ed by denorm alizing the data.The 
long and short o f  this is that in  a transactional envirom nent a significant am ount o f  
denorm alization in the form  o f  com bining entities is necessary to  prepare data for de- 
cision support.This in tu rn  leads to  nevv questions about vvhich entities to  combine, as 
vvell as hovv and vvhere to store and m aintain the com bined entities. A better choice is 
to have one m echanism  for storing, m aintaining, and processing transactional data and 
a second to  house data for decision support.
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Table 6.2 • Join of Tables 6.1 a and  6.1 b

Customer Income
ID Range ($) Туре ID Make Year

0001 70-90K 2390 Cadillac 1997

0002 30-50K 4371 Chevrolet 1995

0003 70-90K 6940 Cadillac 2000

0004 30-50K 4595 Chevrolet 2001

0005 70-90K 2390 Cadillac 1997

6.2 Data VVarehouse Design

W h en  transactional data is no longer o f  value to  th e  operational environm ent, it is re- 
moved from  the database. I f  a business is \v ithout a deđsion  support facility, the data is 
archived and eventually destroved. Hovvever, if  there is a decision support environ- 
m ent, the data is transported to  som e tvpe o f  interactive m ed ium  com m only  referred

to as a data vvarehouse.
In C hapter 1 we defined the data vvarehouse as a historical database designed for 

decision support. A m ore precise definition is given by W. H . Inm on  (1996). 

Specifically,

C“A  data warehouse is a subject-oriented, integrated, time-variant, atid nonvolatile col- 
lection o f data iti support o f management’s decisiott tnakingprocess."

As the defin ition  im phes, significant variations in  structure and in ten t exist betvveen 
an O L T P  database and a data vvarehouse. A fevv o f  the m ajor differences are:

•  T h e  data in  a vvarehouse is subject o rien ted  and based on on e  o r m ore central 
them es. O LTP databases are process o rien ted  and organized so as to  maximize 

data update and retrieval.

•  W arehouse data is denorm alized and in tegrated, the data in an O L TP database is 

norm ahzed  and separated.

•  A n O L T P  system supports data processing, collection, and m anagem ent. A data 
vvarehouse stores data to  be reported  on, analyzed, and tested.

•  O L TP deals vvith data necessary for the efficient day-to-day operation o f  a business 
o r organization. D ata records in  a transactional database аге subject to  multiple ac-
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cess and constant update. In contrast, the data in a vvarehouse exists in  part because 
the data is no longer o f  use to  the OLTP environm ent. The m ajoritv o f  data in  a 
warehouse is historical, tim e-stam ped, and n o t subject to  change (read-onlv).

•  Granularity is a term  used to describe the level o f  detail o f  stored inform ation. 
O perational data represents the lowest levcl o f  granularity as each data item  con- 
tains inform ation about an individual transaction.The level o f  granularity for data 
stored in  a vvarehouse is a design issue dependent on  the desires o f  the user as well 
as on  the am ount o f  data being collected.

A data vvarehouse can also be viewed as a process for gathering, storing, manag- 
ing, and analvzing data (Gardner, 1998). Figure 6.2 displavs the кеу com ponents o f  the 
vvarehousing process. L et’s take a closer look at hovv data moves from the external en- 
v'ironm ent into the data vvarehouse.

Entering Data into the VVarehouse

Figure 6.2 shovvs data entering the data vvarehouse from three main sources. External 
data represents items such as econom ic indicators, vveather inform ation, and the like that 
are no t specific to the internal organization. An independent data mart i s  a data store 
that is similar to a vvarehouse but limits its focus to  a single subject.An independent data

Figure 6.2 • A  data vvarehouse process m odel
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m art is structured using operauonal data as well as external data sources.The data stored 
in a data m art can be loaded into the central data warehouse for use by other facets o f  
the organization. Regardless o f  the external data source, the process o f  m oving data into 
the warehouse will Ике1у  involve som e lovv-level procedural programming.

Figure 6.2 illustrates that p rio r to  en tering  the warehouse, data is processed by an 
E T L  (extract, transform , and load) routine. T he prim ary responsibilities o f  the ELT 
process include: extracting data from  one o r m ore o f  the input sources shown in 
Figure 6.2, cleaning and transform ing the extracted data as necessarv, and loading the 
data in to  the warehouse. Data transform ations are often used to  resolve granularity is- 
sues, co rrec t data inconsistencies betvveen m ultiple operational databases, and to tim e- 
stamp individual data records. O nce transform ed and cleaned, the data enters the 
w arehouse w here it is stored in  a relational o r m ultidim ensional form at.

As a rule, once data enters the vvarehouse it is no t subject to change. A n obvious 
exception to  this rule is w hen  errors are detecteđ in  the data. B ut w hat about special 
situations such as w hen  an individual changes the ir address o r the ir m arital status? 
Let’s consider a data vvarehouse storing custom er transactions for credit card pur- 
chases. Suppose a custom er changes their m arital status from  single to  m arried. A first 
though t is to  simply change the m arital status o f  all warehouse records referencing the 
custom er.T he problem  w ith this solution is that апу analysis that makes use o fm arita l 
status inform ation is processing co rrup ted  data, as purchases m ade by the individual 
w hen  thev w ere single are considered as purchases m ade by a m arried  custom er. So 
hovv is such a change o f  inform ation recorded? Several solutions have been proposed. 
O n e  solution reconm iends creating record fields to  hold  previous as well as current 
values for each attribute. A second m ethod  suggests creating a new  record each tim e 
an attribu te value changes in an existing rccord. T h e  existing record and the nevv 
record are then  linked vvith a кеу field. A general solution for reflecting changing 
record status w ith in  the vvarehouse remains an unsolved problem .

T h e  vvarehouse also stores ano ther type o f  data knovvn as m etadata. M etadata is 
technically defined as data about data.T he purpose o f  inetadata is to  allovv for a better 
understanding o f  the nature o f  the data contained in  the vvarehouse.Tvvo general types 
o f  m etadata have been defined: structural and operational. S tructural metadata em pha- 
sizes data descriptions, data types, representation rules, and relationships betvv'een data 
items. O perational m etadata is priinarily responsible for describing the quality and us- 
age o f  data. A inajor difference betvveen structural and operational data is that the lat- 
ter is in a constant state o f  change whereas the form er is static.

Structuring the Data Warehouse: The Star Schema

Broadly speaking, tvvo general techniques have been  adopted for im plem enting a data 
vvarchouse. O n e  m ethod  is to  structure the w arehouse m odel as a m ultidim ensional 
arrav. In this case the data is stored in a form  similar to  the form at used for presenta-

Chapter 6 •  The Data Warehouse 6.2 •  Data Warehouse Design 187

tion to  the user. In Section 6.3 you vvill learn m ore about the advantages and disad- 
vantages o f  the multidimensional database m odel. A m ore com m on approach stores 
the warehouse data using the relational inodel and invokes a relational database engine 
to present the data to the user in a multidimensional form at. H ere we discuss a popu - 
lar relational m odehng technique knovvn as the star schem a.

Figure 6.3 outlines a star schema created from  the A cm e credit card database o f  
Figurc 5 .3 .T he them e o f  thc star schema is credit card purchases. A t the cen te r o f th e  
star schema is the fact table. T h e fact table defines the dim ensions o f  the m ultid i- 
m ensional space. T he fact table seen in Figure 6.3 has four dim ensions— cardholder, 
purchase, localion, and time. Each record o f  the fact table contains tw o types o f  infor- 
m ation— dim ension keys and facts.T he dim ension keys are system -generated values 
that taken together uniquely define each record o f  the fact table.T he d im ension keys

Figure 6.3 • A  star schem a for credit card purchases

Purchase Dimension
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determ ine the coordinates o f  thc m ultidim ensional structure represented by the star 
schema.

Each d im ension o f  the fact table may have one or ino re  associated dim ension  
tables. T h e  dim ension  tables m ake up the points o f  a star w hose center is the fact 
table— hence  the nam e star schem a. T h e  dim ension tables contain  data specific to 
each d im ension. T h e  relationship bctvveen a d im ension table and the fact table is 
one-to-m any. T herefore the d im ension  tables w ill be sigm ficantly smaller than the 
central fact table. A lthough  the fact table is in 3NF, the d im ension  tables are no t 
norm alized. Instead, the choice o f  attributes com prising  a d im ension  table is largely 
deterin ined  by the nature o f  the analytical questions to  be answered by the star 
schema. Finally, the dim ensions o f  the star schem a are often  referred to  as slow ly  
changing d im ensions. This is because it is the  d itnension tables w hose in form a- 
tion  is subject to  the types o f  in frequen t changes discussed in  the previous section. 
Let’s exam ine the đim ension tables associated w ith  the star schem a for the Acrne 
credit card database.

T he star schema o f  Figure 6.3 shows four dim ension tables.The cardholder d im en- 
sion table is linked to  the cardholder dim ension and contains the naine, gender, and in - 
com e range o f  each custom er stored in the database. T h e  dim ension table connected  
to the purchase dim ension inđudes the possible categories for an individual credit card 
purchase. T h e  dim ension table associated w ith  the location d im ension stores inform a- 
tion about the location o f  a purchased item .T h e  location d im ension holds a value for 
state as well as reg ion .T he  m odel assumes four regions, vvith each state being  part o f  
one and only one region. Finally, the dim ension table for tinie allows us to  view tim e 
in term s o f  days, m onths, quarters, o r years.

In addition  to dim ension кеу fields, the fact table may associate one o r m ore facts 
vvith each record. T he fact table displayed in Figure 6.3 has one fact representing the 
purchase am oun t for each credit card transaction. We can now  read the first en trv  in 
the fact tab le.T he credit card purchase was m ade by Jo h n  D oe, a male cardholder vvho 
makes betvveen $50,000 and $70,000 a year.T he purchase was a travel and en tertain- 
m ent item  and was m ade Јапиагу 5 ,2 0 0 2 .T he am ount o f  th e  purchase was $14.50.

The M u ltid im ens iona lity  o fth e  Star Schema

Let’s take a closer look  at the m ultidim ensional nature o f  the star schema. T h e  fact 
table in Figure 6.3 defines a four-dim ensional space. Figure 6.4 maps three o f  the four 
dim ensions— purchase, location, and time— to a three-đim ensional coordinate system. A 
three-dim ensional structure such as the one in  Figure 6.4 exists for each cardholder 
(the fou rth  dim ension) vvithin the star schema. T he figure indicates the general case 
vvhere th e  i* cardholder is given as C .

Every record contained in the fact table is represented by exactly one po in t m  this 
four-dim ensional space.The po in t for the first fact table record (C  =  1) w ith coord i-
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Figure 6.4 »  Dimensions of the fact table shovvn in Figure 6.3

Cardholder C,

nates (C r,l,2 ,10) is marked in  Figure 6.4 by the letter A. T h e  cell labeled A contains 
the value $14.50. You will notice that the dim ension tables o f  the star schema are no t 
shovvn in Figure 6.4. Although the dim ension tables are no t explicidy displayed in the 
figure, the contents o f  апу dim ension table are easily obtained by perform ing a jo in  
operation w ith  the central fact table.

T h e  granularity o f  the fact table is at the transaction level. T hat is, all credit card 
purchases m ade by each cardholder are individually recorded in the fact table. To in - 
crease the granularity, we could record a sum m arv o f  all purchases o f  a single tvpe by 
each custom er for a single day. Ву doing this, the fact table in Figure 6.3 vvill contain 
one entry  for the tw o purchases m ade by the custom er vvith cardholder key = 1 , pur- 
chase key =  2 , and time key =  lO .The purchase am ount for the com bined entrv will be 
recorded as $36.90. A n even h igher level o f  granularity is achieved if  vve record total 
purchases by category for each custom er on  a m onthly basis. If  we choose this level o f  
granularity, the attribute day vvould be rem oved from the time dim ension table.To de- 
term ine the level o f  granularitv, we need a clear understanding about the level o f  de- 
tail required by the individuals vvho vvill be using the system. For апу problem , a 
h igher granularity will benefit system perform ance, as an increase in  granularity allows 
for a decrease in  the total num ber o f  fact table records.
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A dd itiona l Relational Schemas

T h e snowflake schem a is a variation o f  the star schema w here som e o f  the dim en- 
sion tables hnked directly to  the fact table are further subdivided.This perm its the di- 
m ension tables to  be norm alized, w hich in tu rn  means less total storage. T he 
advantage o f  this is increased storage efficiency because there is less redundancy. In ad- 
d ition , because the relational tables are smaller, jo in  operations w ill show an improve- 
m en t in perform ance. However, an increase in the total num ber o f  tables extends the 
com plexity o f  the data queries required to extract the same inform ation as is stored in 
tables that have n o t been norm alized.

A second variation o f  the star schem a that accounts for models requiring m ore 
than one central fact table is the constellation schem a. A data warehouse supporting 
several subjects benefits most from the constellation schema. To illustrate, let s suppose 
w e wish to  include prom otional inform ation w ith the credit card purchase database 
defined in Figure 6.3. O n e  possibility is to  design a constellation schema having the 
curren t fact table for credit card purchases and a second fact table for inform ation 
about prom otional purchases. Figure 6.5 displays one configuration for a constellation 
schem a that supports both  credit card purchases and credit card prom otions.

Figure 6.5 shows each record o f  the p rom otion  fact table storing  a cardholder кеу 
together w ith  a promotion key, a time key, and a response. N o tice  that data redundancy is 
m inim ized by having the cardholder кеу dim ension for bo th  fact tables share the 
cardholder d im ension table. T h e  p rom otion  dim ension table describes each prom o- 
tion  in detail and links w ith  the p rom otion  d im ension кеу. T h e  tim e dim ension кеу 
found  w ithin the p rom otion  fact table links w ith  the shared tim e dim ension table.The 
tim e link signifies the start date for each prom otional offering. As we have assumed a 
p rom otion  duration  o f  one m onth , a second tim e dim ension indicating a prom otion 
ternfrnation date is n o t necessarv. However, if  individual prom otional offerings were 
to  vary in duration , a second tim e dim ension indicating p rom otion  ternfrnation dates 
w ou ld  be required. Finally, every record o f  the p rom otion  fact table stores a single 
fact— denoted in Figure 6.5 as response— that indicates w hether a cardholder did or 
d id  n o t take advantage o f  a specific prom otion . As you can see, the credit card prom o- 
tion  database first described in  C hapter 2 can be m ade readily available by queryang 
the tables defined by the constellation schema o f  Figure 6.5.

Decision Support: Analyzing the Warehouse Data

T h e  prim ary function  o f  the data vvarehouse is to house data for đecision support. 
Figure 6.2 shows that data is copied from  the data w arehouse for analysis by the deci- 
sion support system. We also see data en tering  the data w arehouse from  the đecision 
environm ent. Апу data en tering  the w arehouse from  the decision support system will 
be in  the form  o f  m etadata created from  inform ation gained th rough one or m ore de- 
cision support processes.
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Figure 6.5 • A constellation schema for credit card purchases and promotions

Tim e  Dim ension

Prom otion Dim enslon
Prom otion Кеу Description Cost

1 w atch prom o 15.25

Tim e  Кеу Month Day O uarter Year
5 Dec 31 4 2001

8 Jan 3 1 2 0 0 2

10 Jan 5 1 2 0 0 2

Purchase Dim enslon
P urchase Кеу C ategory

1 Supermarket
2 Travel & Entertainment

3 Auto & Vehicle
4 Reiail

5 Restaurant
6 Miscellaneous

C ardholder Кеу Prom otion Кеу Tim e  Кеу R esponse
1 1 5 Yes
2 1 5 No

C ardholder D lm enslon
C ardholder Кеу Name Gender Incom e Range

1 John D ce Maie 50 • 70.000
2 Sara Smith Female 70 -  90.000

C ardholder Кеу P urchase Кеу Location Кеу Tim e  Кеу A m o u nt
1 2 1 10 14.50

15 4 5 11 8.25
1 2 3 1 0 22.40

Location  Dim ension
Location Кеу Street C ity State Region

5 425 Church St Charleston S C 3

T hree categories o f  decision support can be đefined. Specifically,

1. R epordng data. R eporting  is considered the lowest level o f  decision sup- 
port. However, a reporting  facility capable o f  generating inform ative reports 
for a variety o f  clientele is o f  utm ost im portance for the successful operation 
o f  апу business.

2. A nalyzing data. Data analvsis is usually accom plished w ith  som e form  o f  
m ultidim ensional data analvsis tool. M ultidim ensional data analysis is the topic 
o f  the next section.

3. K now ledge discovery. Know ledge discovery typically takes place through 
data nfrning. However, manual data m ining techniques involving repeated 
query  and data analysis can som etim es uncover interesting patterns in data.

Besides storing data for decision support, the warehouse is a data store for creat- 
ing smaller departm ental warehouses know n as dependent data marts. A dependent
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data m art is tvpicaUv about a single subject and designed for a specific purpose. In ad- 
d ition , the data m art is likely to  contain sum m ary inform ation shovving a higher level 
o f  granularity than  that o f  the data vvarehouse.

6.3 On-line Analytical Processing

O n -h n e  analytical processing (OLAP) is a query-based m ethodology that supports 
data analysis in  a m ultidim ensional environm ent. O LA P is a valuable tool for verifš’ing 
o r refiiting hum an-generated  hypotheses and for perform ing manual data mining. A 
com plete treatm ent o f  O LA P vvould take several chapters at best. O u r discussion here 
offers a basic understanding o f  the types o f  problem s that can be solved w ith  a strategv 
based on O LA P technology.

An O LAP engine logicallv strucmres m ultidimensional data in the fortn  o f  a cube 
like the one shovvn m  Figure 6.6. T he cube displays three dimensions— purchase category, 
time in months, and region. You vvill notice that the dimensions are a subset o f  attributes 
taken from the star schema shown in  Figure 6.3. A three-dim ensional cube such as the 
one in Figure 6.6 is easy to  visualize. However, it is often difficult to  picture a data cube 
having rnore than three dimensions. To help paint a clear irnage o f  a four-dimensional 
cube, we can visuahze four dimensions by thinking o f  n three-dim ensional cubes where 
n is the total num ber o f  possible attribute values for the fourth dim ension.To conceptu- 
ahze higher-level dimensions, the process is repeated as necessary.

As an O LA P cube is designed for a specific purpose, it is no t unusual to have several 
cubes structured fforn the data in a single w arehouse.The design o f  a data cube includes 
decisions about vvhich attributes to include in  the cube as vvell as the granularitv o f  each 
attribute. A vvell-designed cube is configured so as to avoid situations w here data cells do 
n o t contain useful inform ation. For example, a cube vvith tvvo tim e dimensions, one for 
m onth  and a second for fiscal quarter (Q t, Q ,, Q „  Q J ,  is a poo r choice because cell 
com binations such as (Јапиагу, Q J  o r (December, Q t) vvill always be emptv’.

O ne im portan t feature o f  an O LA P technology is its underlying data store, w hich 
can be relational o r m ultidim ensional. I f  the data vvarehouse is relational, the internal 
representation o f  the O LA P cube is likely to be a star schema. W ith  a m ultidimensional 
data store, the data is logicallv stored in arravs. Each storage m ethod  has its advantages. 
A relational data store allows the user to  view the data at the detail level defined vvithin 
the star schema. A second advantage o f  a relational data store is that the contents o f  the 
cells vvithin a cube can be easily m odified, even w hile the cube is in use. The prim ary 
advantage o f  a m ultidim ensional data store is perform ance as m easured by query speed. 
W hether the data store is relational or m ultidim ensional, the user views the data as a 
m ultidim ensional structure.

A nother im portan t feature o f  an O L A P system is the design o f  the user in ter- 
face. A lthough several variations exist for the user interface, the  usual structure is a 
m odified spreadsheet form at. A useful interface allows the user to  display the data
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Figure 6.6 • A multidimensional cube for credit card purchases

Month = Dec. 

Category = Vehicle 

Region =Two 

Amount = 6,720 

C ount= 110

Category
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from  đifferem perspectives, pcrfortn  statistical com putations and tests, query the data 
in to  successively h igher a n d /o r  low er levels o f  detail, cross-tabulate the data, and 
view  the data w ith  graphs and charts .T he  capabilities o f  O L A P are best described 
w ith  an example.

OLAP: An Example

O n ce  again, w e’ll considcr the credit card application described th roughou t the text. 
Let s use O LA P to help us m ake decisions about tim es and locations for prom otional 
offerings.

For ou r exam ple w e re tu rn  to Figure 6.6, w hich shows a three-dim ensional data 
cube created from  the star schema đisplayed in Figure 6.3. T h e  cube contains 
12 X 6 X 4 =  288 cclls. S tored w ith in  each cell is the total arnount spent w ith in  a 
given category by all credit card custom ers for a specific m onth  and region. If  an aver- 
age purchase arnount is to be com puted, the cube will also con tain  a count represent- 
ing  the total nun tber o f  purchases for each m onth , category, and reg ion .T he arrow  in 
Figure 6.6 points to  a cube holding the total arnount and the to tal num ber o f  vehicle 
purchases in  reg ion  tw o for the m onth  o f  Decem ber.

Each a ttribu te  o f  an O LA P cube mav have o n e  or rnore associated concept  
hierarchies. A concept hicrarchv defines a m apping that allows the attribute to  be 
vievved from  varying levels o f  detail. Figure 6.7 displays a concep t hierarchy fo r the 
attribu te location. As you can see, region holds the highest level o f  generalitv w ith in  
the hierarchy. T h e  second level o f  the hierarchy tells us that one o r m ore states make 
up a reg ion .T he th ird  and fourth  levels show  us that one o r m ore  cities are contained 
in  a state and one o r m ore addresses are found w ith in  a city. Ву defin ition , the hierar- 
chy shows that each state is contained entirely w ith in  one and only one region and 
each city is part o f  exactly one state. L et’s create a scenario w here  ou r O LA P cube, 
toge ther w ith  the  concept hierarchv o f  Figure 6.7, wiU be o f  assistance in a decision- 
m aking process.

Suppose w e wish to determ ine a best situation for offering a luggage and hand- 
bag p rom otion  for travel. O u r  goal is to determ ine w hen  and w here the prom otional 
offering will have its greatest im pact on  custom er response. We can do this by finding 
those times and locations w here relatively large am ounts have been  previously spent 
on travel. O n ce  determ ined , we then  designate the best regions and times for the pro- 
m otional offering so as to take advantage o f  the likelihood o f  ensuing travel purchases. 
H ere is a list o f  com m on  OLAP operations together vvith a few  examples for our 
travel p rom otion  problem :

1. T h e  slice operation  selects data on  a single dintension o f  an OLA P cube. For 
the cube in Figure 6.6, a slice operation  leaves two o f  the three dimensions in-
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Figure 6.7 • A concept hierarchy for location

Region

▲

State

t
City

i

Street Address

tact, while a selection on the rem aining dim ension creates a subcube from the 
original cube. Two queries for the shce operator are:

a. Provide a spreadsheet o f  month and reyion inform ation for all cells pertain- 
ing to  travel.

b. Select all cells w here pnrchase category — restaurant o r supermarket.

2. T he dice opcration extracts a subcube from the original cube by perform ing 
a select operation on  tw o or m ore dimensions. H ere  are three queries requir- 
ing one or m ore dice operations:

a. Iđentify the m onth  o f  peak travel expenditure for each region.

b. Is there a significant variation in total dollars spent for travel and en ter-  
taim nent by customers in each region?

c. W hich  m o n th  shows the greatest am oun t o f  to tal dollars spent on  travel 
and en tertainn ten t for all regions?

3. R oll-up, or aggregation, is a com bining o f  cells for one o f  the dimensions de- 
fined w ithin a cube. O n e  form  o f  roll-up uses the concept hierarchy associ- 
ated w ith  a dim ension to  achieve a h igher level o f  generalization. For our 
example, this is illustrated in Figure 6.8 w here the roll-up is on  the time di- 
m ension. T h e  cell pointed  to  in the figure contains region one superm arket 
data for the m onths o f  O ctober, N ovem ber, and D ecem ber. A second type o f  
roll-up operator actually eliminates an entire dim ension. For ou r example, 
suppose we choose to  elim inate the location dim ension. T h c  end result is a 
spreadsheet o f  total purchases delineated by m onth  and category tvpe.
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Figure б.б • Rolling up from  m o nth s to quarters

Month = Oct/Nov/Dec.

Category = Supermarket

Region = One

l

Q4

Q3

Q2

Q1

Category

4.

5 .

D rill-d o v v n  is the reverse o f  a roll-up and involves exam ining data at some 
level o f  greater detail. D rilling dow n on region in  Figure 6.6 results in  a new  
cube w here each cell highlights a specific categorv, m onth , and state.

R otation , or pivoting, allows us to  view  the data from a new  perspective. For 
ou r example, we m ay find lt easier to  view  the O LAP cube in  Figure 6.6 by 
having m onths displayed on  the horizontal axis and purchase category on the 
vertical axis.
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General Considerations

M ost useful strategies for analyzing a cube require a sequence o f  tw o or nrore opera- 
tions. For example, consider the cube in Figure 6.8.T0 view Q , totals for travel and en- 
tertainm ent purchases in regions one and two, w e can roll-up the original cube on the 
time dimension, then dice the resultant cube on category and region. Alternatively, thc 
dice operator may be replaced by two slice operations, one on region and a second on 
purchase category. As a second example, as travel and entertaim nent are grouped into a 
single category, we can’t be sure about the am ount o f  т о п е у  spent on  items such as 
airline tickets as com pared to tickets to the local ballpark. We can attem pt to isolate 
overnight travel expenses by finding those times w here large travel and entertainm ent 
purchases correlate w ith  increased restaurant purchases and decreased superm arket pur- 
chases. To do this, we first slice the cube in Figure 6.6 to  create a subcube w here pur- 
chase category is lim ited to supermarket, restaurant, and travel & entertainment. A fter this, we 
rank travel & entertainment purchases and perform  a statisdcal analysis to better deter- 
m ine those times w ith in  the various regions that see significant increases in travel and 
restaurant purchases together w ith  decreases in superm arket sales.The level o fsophisti- 
cation for the user interface together w ith  the flexibihty o f  the OLAP engine will, to  a 
large extent, determ ine the tim e needed to  design solutions requiring multiple queries.

M S Excel provides an interface that allows us to view  OLAP cubes created from 
data stored in a relational database.The inform ation contained in the cube can be dis- 
played and manipulated in Excel as a pivot table. Pivot tables are easy to  use and offer 
many o f  the same features seen w ith m ore com plex O LA P interface tools. Pivot tables 
also provide us w ith a powerfhl tool for analvzing spreadsheet data. Pivot table features 
include the abilitv to summarize data, group data in various ways, and display data us- 
ing several alternative formats. Pivot tables are the topic o f  the next section.

6.4 Excel Pivot Tables for Data Analysis

T h e best way for you to understand how  pivot tables are used is to  w ork  through a 
few examples. T he following examples offer a good starting po in t for learning about 
pivot tables. We leave it up to  vou to  further investigate the capabilities o f  this useful 
analysis tool.

Excel 97, Excel 2000, and Excel Х Р  use different procedures for creating pivot ta- 
bles. O u r examples explain how  pivot tables w ork in Excel 2000. A lthough there are 
differences, m ethods for creating pivot tables w ith  Excel 2000 and Excel Х Р  are quite 
similar. However, several m arked differences exist betw een  pivot table creation with 
Excel 2000 and Excel 97.Therefore we have provided the steps for w orking through 
these same examples w ith  Excel 97 in  A ppendix  E.
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*Creating a Simple Pivot Table*

We start with a simple example using the credit card promotion database to show how pivot 

tables summarize data for the attribute income range.

1. To begin, load the CreditCardPromotion.xls file into an Excel spreadsheet. Сору the 
data into a new spreadsheet so as to leave the original data file intact.

2. Delete the second and third rows of the spreadsheet data as they are not relevant to 

our analysis.

3. Make sure the cursor is positioned in one of the cells containing data. Proceed to the 
Data dropdown menu and select PivotTable and PivotChart Report. A three-step 
PivotTable and PivotChart Wizard will appear.

4. Select the Microsoft ЕхсеI list ог database radio button. This indicates that the data to 
be analyzed is housed within an Excel spreadsheet. We have the option of creating a 
PivotTable or a PivotChart. Select the PivotTable option and click Next to continue

5. In step 2 we are asked for the data range parameters to be used for creating the pivot 
table. As we initially placed the cursor in a cell containing data, the data range should 
be correct. Click Next to continue to step 3.

6. In step 3 we specify the location of the pivot table. Select the New worksheet radio 
button and click Finish to continue.

Figure 6.9 shovvs the display screen resulting from the application of the PivotTable wizard. 

The display contains two areas. The rectangular area located in the top portion of the screen is 

for placing data items and data fields. The bottom area of the screen holds a toolbar labeled 

PivotTable. The toolbar lists the attribute names contained in the first row of the original spread- 

sheet. The toolbar menu also offers several report generating options. Let's use the toolbar to- 

gether vvith the data drop area to generate a summary report for attribute income range.

7. Use your mouse to drag income range from the toolbar into the area specified by 
Drop Row Fields Here. Next, retum to the toolbar and drag income range into the area 

specified by Drop Data Items Here.

The result of this action produces the pivot table shown in Figure 6.10. The report tells us, 

among other things, that the majority of credit card customers have an income ranging be- 

tween $30,000 and $40,000 dollars. Next, we'll use the toolbar to modify the format of the 

pivot table. First, we change the pivot table display format:

1. Single-click on the Format Report square located in the first row of the toolbar.

2. A box labeled AutoFormat will appear. The box offers 10 report formats and 10 table 

formats from which to choose.
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Figure 6.9 • A pivot table template
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3. Experiment with several of the report and table formats. Choose a final format for use 
in completing this example.

Now let's change the output format for the total column (currently a count) to a percent:

1. Single-click on Count of Income Range.

2. Single-click on the Field Settings square located in the top-right portion of the pivot 
table toolbar. A PivotTable Field box vvill appear.

3. Single-click on options »  and examine the options in the Show data as: dropdown 
menu.

4. Select % ofcolumn  and click OK.

The data in the total column will now appear as a percent.
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F igure6.10 • A summary report for income range

Microsoft Excet -  Figure 6.10 A Summary Report for Income Range
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Finally, let's make a pie chart to complement the table output:

1. Begin by highlighting the percent scores for the four income range values.

2. Next, single-click on the Chart VVizard located in the top-left portion of the pivot table 
toolbar. A bar chart representing the four income range values will appear. Flovvever, 
we wish to have a pie chart showing the values. To accomplish this, single-click on the 

Chart VVizard a second time.

3. Choose one of the pie chart types and click on Finish.

Note that the pie chart is housed in a new sheet titled chartl. The pivot table output re- 

mains in Sheet4. The format for your output will depend on your pie chart selection. In апу 

case, your output should be similar to the chart displayed in Figure 6.11. Note that the pivot 

table toolbar has been vertically repositioned to the right of the pie chart. This is accomplished 

by dragging the toolbar to the right until it fits next to the vertical scroll bar.

Next we use the pivot table drill-dovvn feature to display the records of those individuals in 

a particular salary range:

1. Click on Sheet4 in the bottom tray to display the pivot table.

2. Double-click оп the cell containing the percent for the desired salary range (e.g., 
20-30K). All instances vvithin the chosen salary range will appear in a new spreadsheet.

3. To return to the pivot table, click on Sheet4.
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This com pletes ou r first example. O nce you have deleted Slieet4, SheetS, and 
Chartl, you are ready to begin the second example!

*Pivot Tables for Hypothesis Testing*

The Acme Credit Card Сотрапу has decided to solicit by telephone select cardholders who re- 

ceived their credit card within the last уеаг and who did not purchase credit card insurance with 

their initial mail-in application. Their data analyst believes that there is a relationship between a 

cardholder's age and whether the cardholder has credit card insurance. Specifically, the analyst 

vvishes to test the hypothesis that younger cardholders purchase credit card insurance whereas 

more senior cardholders do not. If the hypothesis is true, only those cardholders under a cer- 

tain age will be selected for the telephone solicitation.

To test the hypothesis we will use a pivot table and our imagination and assume that the 

credit card promotion database contains a much larger sampling of cardholders. The following 

steps test the hypothesis daiming a relationship between age and credit card insurance status:
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1. To begin, make sure the cursor is positioned in one of the cells of Sheetl that contains 
data. Proceed to the Data dropdovvn menu and select PivotTable and PivotChart 
Report and select Finish.

2. Move age to the area labeled Drop Row Fields Here. Move credit card insurance to 
the area labeled Drop Column Fields Here.

3. Move credit card insurance to the area labeled Drop Data Items Here. The resultant 
pivot table is given in Figure 6.12.

The pivot table is informative in that it tells us that very fevv individuals currently have credit 

card insurance. Hovvever, the distribution of ages is such that it is difficult to make апу condu- 

sions about a relationship betvveen age and credit card insurance. We can use the group func- 

tion to develop a clearer picture about апу possible relationship betvveen the tvvo attributes. 

The method is as follovvs:

Figure 6.12 • A pivot table shovving age and credit card insurance choice
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1. Single-click on the age attribute vvithin the pivot table.

2. Single-dick on the Data dropdovvn menu.

3. Mouse to Сгоир and Outline and then to Croup. Single-dick on Group. A grouping 
box that allovvs you to select a Starting at, Ending a t and Ву value will appear.

4. Click on OK to select the default values.

The new pivot table is displayed in Figure 6.13. Although our data set is too small to draw 

valid conclusions, grouping the data by age allows us to obtain a clearer picture of the relation- 

ship between the two attributes. To undo the grouping, single-click on the Data dropdown 

menu, mouse to Сгоир and Outline, and click on ungroup.

A second method for determining if a relationship between age and credit card insurance 

exists. This method computes the average ages for those individuals with and without credit

Figure 6.13 • Crouping the credit card promotion data by age
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card insurance. Instead ot starting with the original credit card promotion database, we'll mod- 

ify the current pivot table by invoking the PivotTable VVizard from the toolbar as follows:

1. Locate the PivotTable VVizard in the top row of the toolbar.

2. Single-click on the wizard. This action invokes the step 3 display of the PivotTable 

VVizard.

3. Locate and left-click on layout. The current pivot table layout is displayed within the 
PivotTable Layout VZizard. Figure 6.14 shows the current layout. Figure 6.14 should be 
familiar to those of you who have previously used pivot tables with Excel 97.

4. Use your mouse to remove attribute age from the Row area and drag it to the age 
button located on the far right of the layout display window. Next, drag credit card in- 
surance from the Column area to the Row area.

5. Remove Count of Cred'tt Card Insurance from the data area and place age in the data area.

6. Double-dick on Sum o f age within the data area. A PivotTable Field box will appear.

7. Single-click on Average within the Summarize by: box. Click on OK. This returns you to 

the PivotTable Layout VVizard.

Figure 6.14 • PivotTable Layout VVizard
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8. Click on OK from within the PivotTable Layout VVizard. Finally, click on Finish within the 
step 3 display of the PivotTable VVizard.

The resultant pivot table shows the average age for credit card insurance =  no is approxi- 

mately 41.42, whereas the average age for credit card insurance =  yes is approximately 32.33.

This com pletes o u r second example. O nce you have deleted Shect4, you may be- 
gin the final example!

*Creating a M ultidim ensional Pivot Table*

For this example, we will use a pivot table to investigate relationships between the magazine, 

watch, and life insurance promotions relative to customer gender and income гапде. We will 

do this by creating a three-dimensional cube like the one shown in Figure 6.15. Each cell of 

the cube contains a count of the number of customers who either did or did not take part in

F igure6.15 • A credit card promotion cube
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the promotional offerings. The arrovv in Figure 6.15 points to the cell holding the total number 

of customers who took advantage of the life insurance promotion and the magazine promo- 

tion, but who did not take advantage of the watch promotion. We include sex and income 

range in our analysis by designating these attributes as page variables. Here’s the procedure:

1. To begin, make sure the cursor is positioned in one of the cells of Sheetl that contains 
data. Proceed to the Data dropdown menu and select PivotTable and PivotChart 

Report and then Finish.

2. Use your mouse to drag watch promotion and life insurance promotion to the area la- 
beled Drop Row Fields Неге. Drag magazine promotion to the area labeled Drop 

Column Fields Неге.

3. Drag life insurance promotion, watch promotion, and magazine promotion to the area 

labeled DropData Items Неге.

4. Finally, drag sex and income range to the area labeled Drop Page Fields Here.

The resultant pivot table appears in Figure 6.16. The 24 highlighted cells correspond to 

the cells of the cube shown in Figure 6.15. In addition to the 24 cells representing the cube,

Figure 6.16 • A pivot table vvith page variables for credit card promotions
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the pivot table also shows total yes and no counts for each promotion together with sum- 

mary totals. Let’s use the pivot table to help us determine relationships among the three 

promotions.

First, we’ll use the table to find the customer count for the cell designated in Figure 6.15:

1. Find the area to the far left within the pivot table that shows life insurance promotion 
=  yes. This is given in Figure 6.16 by rows 15 through 20.

2. Within this same area, locate the subregion that has watch promotion =  no.

3. Finally, follow this subregion to the right until you reach the column for magazine pro- 
motion =  yes.

The contents of the cell show a 2 for all three promotions. This tells us that a total of two 

customers took advantage of the life insurance and magazine promotions but did not purchase 

the watch promotion.

We can drill-down to examine the individual records represented by the cell. Simply dou- 

ble-dick on апу one of the cells containing the value 2. Ву default, the records will be displayed 

in Sheet5. To return to the pivot table, click on Sheet4 in the bottom tray.

Because a pivot table maintains a connection to the original data, a change made to the 

original spreadsheet data will also be seen in the pivot table. To have a change that has been 

made reflected within the pivot table, simply click on the exclamation mark shown on the 

PivotTable toolbar. You may wish to test this feature before continuing.

Next let’s look at the paging feature. In the upper-left corner of the pivot table, you will 

see the paging variables (sex and income-range) specified with the table definition. We сап 

use the page feature to answer questions about the relationship between the attributes given 

as page variables and the promotional offerings. For example, lefs say we wish to examine the 

relationship between income range and promotional offerings for female customers. The pro- 

cedure is as follovvs:

1. Single-click on the dropdown menu for sex, highlight female, and click OK.

2. Single-click on the dropdown menu for income range, highlight 20-30,000, and 
click OK.

The pivot table displays the promotional summary data for females making between 

Ž20,000 and $30,000 dollars. The table shows two female customers within the specified in- 

come range. Neither female took advantage of the watch or magazine promotions, but one 

female did purchase the life insurance promotional offering. Ву examining the remaining in- 

come range data, you will see that females with an annual salary between $30,000 and 

$40,000 dollars have traditionally been the best candidates for promotional offerings. It is ob- 

vious that the paging feature adds one more dimension to the analysis capabilities of Excel 

pivot tables.
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H ere we have introduceđ pivot tables as a tool to r data analysis. Several o f  the 
end-of-chapter exercises will help you becom e m ore familiar w ith  how  pivot tables 
are able to  sum m arize data. For m ore inform ation about pivot tables, we encourage 
you to  read the docum ents available w ith  the M S Excel H elp tacility.

6.5 Chapter Summary

O perational databases are designed to process individual transactions quickly and effi- 
ciently.To accom plish this, operational data is often stored as a set o f  norm alized rela- 
tional tables.The norm alization miniinizes data redundancy, thus allowing for effective 
data processing. O n ce  transactional data is no  longer useful, it is transferred from  the 
operational environm ent to  a secondary storage tnedium . If  a decision support facility 
exists, the storage facility will likely be a data warehouse. W. H . Inm on (1992) de- 
scribes the data w arehouse as a “subject orien ted , integrated, nonvolatile, tim e variant 
collection o f  data in  support o f  m anagem ent’s decisions.’’

Two m ethods have been  developed fo r o rganizing a data w arehouse. O n e  
n ie th o d  structures the data as a m ultid iinensional аггау. A  second m e th o d  uses the 
relational m o d e l for data storage and retrieval. In  either case, the user view s the 
data as a m ultid im ensional data store. A lthough  each m e th o d  has advantages, the 
relational approach— im plem en ted  w ith  a star schem a— is th e  m ore popular tech - 
nique. T h e  star scheina supports a central fact table and several d im ension tables. 
T h e  fact table defm es th e  dim ensions o f  th e  m ultid im ensional space. Individual d i- 
m ension tables store detailed  in fo rm ation  abou t th e ir  associated fact table d irnen- 
sions. O n e  varia tion  o f  the  star schem a is th e  snovvflake schem a, w h ich  encourages 
th e  s tru c tu rin g  o f  norm alized  d im ension  tables. A second variation  is the  constella- 
tio n  schem a, w h ich  can be used to  accom m odate  a data w arehouse con tain ing  sev- 
eral fact tables.

T h e  ргипагу function  o f  w arehoused data is for decision support. T hree cate- 
gories o f  decision support are reporting data, analyzing data, and knouAedge discovcry. A 
data reporting  facility m ust be capable o f  generating  detaileđ reports about the data 
stored in  the vvarehouse. Knovvledge discovery is accompUshed through data mining. 
D ata analysis is perform ed vvith the help o f  OLAP, a query-based m ethodology that 
supports data analysis in  a m ultidim ensional envirom nent. O LA P tools contain a 
friendly user interface and are capable o f  displaying data frotn different perspectives, 
perform ing statistical analysis, and querying data at successively low er an d /o r  higher 
levels o f  detail. MS Excel pivot tables offer m any o f  the same features seen w ith  m ore 
com plex O LA P tools. P ivot table features m clude the ability to  sunnnarize and group 
data and displav data in  several formats.
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6.6 Кеу Terms

C oncept hierarchy. A m apping that allovvs attributes to be vievved from  varying lev- 
els o f  detail.

C onstellation  schem a. A variation  o f  the  star schem a tha t allows m ore than one 
central fact table.

Data m od el. A notational language that docum ents the structure o f  data indepen- 
dent o f  hovv the data vvill be used.

D ependent data m art. A departm ental vvarehouse designed for a specific purpose 
and created from  the data in  a larger vvarehouse structure.

D ice. A n O LA P operation  on two o r m ore dim ensions that extracts a subcube from 
the original cube.

D im en sion  table. A relational table con tain ing  in fo rm ation  abou t one o f  the d i- 
m ensions o f  a star schetna.

D rill-dow n. An O L A P operation perfornted  on a data cube that allovvs for exantin- 
ing data at some level o f  greater detail.

Entity relationship diagram  (E R D ). A data m odeling tool that shovvs the struc- 
tu re o f  the data in tern ts o f  entities and relationships betvveen entities. 
R ela tionsh ips betvveen entities can be o n e -to -o n e , one-to -m any , o r m an y -to - 
many.

Entity. A generic representation for a class o f  persons, places, or things.

ETL routine. Апу process that cleans, transforms, and loađs data in to  a vvarehouse.

Fact table. A relational table that defines the d im ensions o f  th e  m ultid im ensional 
space w ithin a star schema.

First norm al fo rm  (1N F). A ru le tha t requires all a ttribu tes w ith in  an entity  to  
have a single value.

Granularity. A te rm  used to describe the level o f  detail o f  stored inform ation.

Independent data m art. A data store that is similar to  a vvarehouse bu t limits its fo- 
cus to  a single subject.A n independent data m art can be structured  using opera- 
tional data as well as external data sources.

Intersection entity. An entity  created by m apping a m any-to -m any  relationship to 
tvvo one-to -m any  relationships.

M any-to-m any relationship. A relationship betvveen tw o entities, A  and B, vvhere 
each instance o f  A  is associated vvith one o r several instances o f  B, and each in - 
stance o f  B  is associated vvith one o r several instances o f  A .

M etadata. Data abou t data.
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N orm aliza tion . A m ultistep  process designed to  rem ove redundancies from  a data 
m odel.

O n e -to -o n e  relationship. A relationship betw een  tw o entities, A  and B, w here 
each instance o f  A  is associated vvith exactly one instance o f  B.

O n e-to -m a n y  relationship. A relationship be tw een  tvvo entities, A  and B, w here 
each instance o f  A  is associated w ith  one o r several instances o f  B.

O n -lin e  transactional processing (O LTP). Database procedures designed to 
process indiviđual transactions quickly and efficiendy.

P ivot table. A n M S Excel-based data analysis too l that can be used to  sum m arize 
data, group data in various ways, and displav data using several alternative formats.

R oll-u p . A n O L A P  operation  tha t com bines the cells o f  a data cube to  fo rm  a 
higher-level view  o f  the data.

R otation . A n O LA P operation that allows the user to  exam ine data froin several per- 

spectives.

Second norm al form  (2N F). An entitv  is in  2N F if  it is in  1N F and all попкеу at- 
tributes are dependen t on the ffill p rim ary кеу.

Slice. An O LA P operation that creates a subcube by perform ing  a selection on  a sin- 
gle dim ension o f  a data cube.

Slowly changing d im ension. A dim ension w hose attributes change over time.

Snovvflake schem a. A variation o f  the star schema w here som e o f  the dim ension ta- 
bles linked directly to  the  fact table are fu rther subdiv ided .T his perm its the di- 
m ension tables to be norm alized, vvhich in tu rn  means less total storage.

Star schem a. A m ultidim ensional data vvarehouse m odel im plem ented  w ith in  a re- 
lational database.T he m odel consists ot' a fact table and on e  or m ore dim ension 
tables.

Third n orm al form  (3N F). An en tity  is in  3N F  i f i t  is in 2 N F  and every попкеу 
attribute is dependent entirely on  the prim ary кеу.

6.7 Exercises

Review Questions

1. D ifferentiate betw een the follovving terms:

a. Independent data m art and dependent data m art

b. Fact table and dim ension table

c. Slice and dice

d. D rill-dow n and roll-up

6.7 •  Exercises 2 1 1

e. O L T P a n d O L A P

2. Specify each relationship as one-to -one, one-to-m any, o r m any-to-m any. 
Justifv’ each ansvver.

a. Em ployer-Em ployee

b. A utom obile—License Plate

c. Pastor-Parish

d. C ourse-Instructor

e. H onie-O vvner

3. Consider thc star schema in Figure 6.3. Supposc an individual custom er 
vvould Нке us to  extract a list o f  the specific iterns he o r she purchased during  
a given m onth  and уеаг. W ill vou be able to accom m odate the customer? 
Explain your ansvver.

4. T hink o f  ways to incorporate prom otions into the star schema o f  Figure 6.3 
w ithout creating a second fact table. W hat are thc positive and negative aspects 
o f  each approach?

5. Sketch the O LA P cubes created ffoin the slice and dice operations described 
in Section 6.3.

Computational Questions

1. Sketch a three-diinensional O LA P cube trom  the star schem a in Figure 6.3
vvhere the dimensions are purchase category, sex, and income rangc. D escribe sev- 
eral slice, dice, and rotation operations for extracting useffil inform ation ffom  
the data cube.

iAB 2 . C onstruct a pivot table w ith  the CardiologyCatcgorical.xls database file. Make
angina and tltal row attributes and class a colum n attribute. Place class, angina, 
and thal in  the data area. Specify slope, sex, and tkolored vessels as page variables. 
Use the pivot table to answer the follovving questions:

a. Hovv m any healthy males are in the database?

b. H ow  m any healthv females have three or m ore colored vessels?

c. D ete rm in e  values for #colored vessels and angitta th a t are sufficient for 
defining a sick individual.

d. Verifv o r reffite the hypothesis:T he m ajority  o f  individuals vvith #colored 
vessels = 0  are healthy.

e. Verify o r  refute the hypothesis: A typical healthy individual vvill shovv no 
symptoms o f  angina and vvill have a value o f  normal for attribute thal.

lab Denotes e.vercise appropriate for a laboratorv sctting.
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lab3. R ecreate the pivot table show n in Figure 6.16 to answer the follovving:

a. H ow  many cardholders did n o t purchase a single prom otional offering?

b. H ow  m any cardholders to o k  advantage o f  the m agazine and w atch pro- 
m orions but did not purchase the life insurance prornorion?

c. H ow  m anv m ale cardholders make betw een $50,000 and $60,000?

d. Verify o r refute the hypothesis: Individuals w'ho purchased all th ree p ro - 
m orional offerings also purchased credit card insurance.

Chapter

Formal Evaluation Techniques

Chapter Objectives

► D eterm ine confidence intervals fo r model test set ассигасу.

► Use statistical evaluation to com pare the ассигасу o f tw o  
supervised learner models.

► A pp ly  hypothesis testing to determ ine num erica l attribute 
significance.

► Know how  corre lation coeffic ients and scatterplot diagrams 
identify  redundant num erical attributes.

► Understand how  cross va lida tion  and bootstrapping are 
applied to  evaluate supervised learner models.

► Know how  unsupervised clustering is used fo r supervised 
evaluation.

► Use supervised learning to evaluate the results o f an 
unsupervised clustering.

► Understand how  attribute analysis can be used to evaluate 
the results o f an unsupervised clustering.

► Evaluate supervised models having num erica l output.

2 1 3
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In previous chapters we showed how  test set error rates, confusion matrices, and lift charts 
can help us evaluate supervised learner models.You also saw how  supervlsed learning can 
be used to evaluate the results o f  an unsupervised clustering. In this chapter we continue 
our discussion o f  perform ance evaluation by focusing on  formal evaluation m ethods for 
supervised leam ing and unsupervised clustering. M ost o f  the m ethods introduced in this 
chapter аге o f  a statistical nature.The advantage o f  this approach is that it permits us to as- 
sociate a level o f  confidence w ith the outcom e o f  our data m ining experiments.

We einphasize the practical application o f  standard statistical and nonstatistical 
m ethods rather than the theory  beh ind  each technique. O u r goal is to  provide the 
necessary tools to enable you to develop a clear understanding o f  w hich evaluation 
techniques are appropriate for your data m ining applications.The m ethods presented 
here are enough  to  m eet the needs o f  m ost interested readers. How ever, A ppendix D 
provides additional m aterial for the reader w ho desires a m ore com plete treatm ent o f  
statistical evaluation techniques.

In Section 7.1 we highlight the com ponent parts o f  the data m ining process that 
are responsive to an evaluation. In Section 7.2 we provide an overview  o f  several foun- 
dational stađstical concepts such as tnean and variance scores, standard error com puta- 
tions, data distributions, populations and samples, and hypothesis testing. Section 7.3 
offers a m ethod  for com puting test set confidence intervals for classifier error rates. 
Section 7.4 shows you how  to em ploy classical hypothesis testing together w ith test set 
error rates to  com pare the classification ассигасу o f  com peting models. In Section 7.5 
уои learn how  to apply a classical hypothesis testing model to deterin ine num erical at- 
tribute significance. Section 7.6 ofFers several m ethods for evaluating the results o f  an 
unsupervised clustering. In Section 7.7 we show уои how  to  evaluate supervised 
learner rnodels having num erical output. As уои read and w ork through the examples 
o f  this chapter, keep in m ind that a best evaluation is accom plished by applying a com - 
bination o f  statistical, heuristic, experiinental, and hurnan analyses.

7.1 W h a t  S hould  Be Evaluated?

Figure 7.1 shows the m ajor coinponents used to  create and test a supervised learner 
m odel.AU eleinents contribu te in som e way to  the perform ance o f  a created m odel. 
W hen  a m odel fails to perform  as expected. an appropriate strategy is to  evaluate the 
effect every com p o n en t has on m odel perform ance.T he individual elem ents o f  Figure
7.1 have each been  a top ic o f  discussion in one o r  m ore o f  the previous chapters.The 
following is a list o f  the  com ponents show n in the figure toge ther w ith  additional 
considerations for evaluation.

1. Supervised m odel. Supervised learner models are usually evaluated on test 
data. Special atten tion  may be paid to  the cost o f  different types o f  misclassifi- 
cation. For exam ple, we m ight be w ilhng to  use a loan application m odel that
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Figure 7.1 • Components for supervised learning

Parameters

rejects borderline individuals w ho w ould likely рау off a loan provided the 
m odel does n o t accept strong candidates for loan default. In this chapter we 
add to уоиг evaluation toolbox by show ing уои how  to com pute test set error 
rate confidence intervals for supervised m odek having categorical output.

2. Training data. It'a supervised learner m odel shows a p o o r test set ассигасу, 
part o f  the problem  may lie w ith the training data. M odels built w ith  training 
data that does no t represent the set o f  all possible dom ain instances o r contains 
an abundance o f  atypical instances are n o t likely to  perform  well. A best pre- 
ventative measure is to  random ly select training data, m aking sure the classes 
contained in the training data are distributed as they are seen in the general 
population. T h e  procedure for ensuring an appropriate d istribution o f  data is 
know n as stratification. A second technique for ensuring representative in- 
stance selections is to exam ine training instance typicahty scores.

3. Attributes. A ttribute evaluation focuses on how  well the attributes define 
the dom ain instances. In Section 7.5 we review attribute evaluation proce- 
dures, provide an additional statistical tool for num erical attribu te evaluation, 
and show уои how  to identify redundant num erical attributes.

4. M odel builder. It has been shown that supervised learner models built w ith  
alternative learning techniques tend to  show com parable test set error rates. 
However, there may be situations \vhere one learning technique is preferred 
over another. For example, neural networks tend  to  ou tperfo rm  other super- 
vised learning techniques w hen  the training data contains a wealth o f  missing 
or noisy data items. In Section 7.4 w e show уои how  to decide if  two super- 
vised learner models built vvith the same training data show a significant dif- 
ference in  test set perform ance.

5. Parameters. Most data m ining models support one or more user-specified 
learning parameters. As уои saw in Chapter 5, parameter settings can have a 
marked effect on inodel perform ance.The technique used to compare supervised 
learner models built vvith different data m ining techniques can also be applied to
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compare models constnicted wdth the same data mining m ethod but altemate set- 
tings for onc or m orc learning parameters.

6. T est se t e v a lu a tio n . T he purpose o f  test data is to offer a measure o f  future 
m odel perform ance. Test data should be selected randomly, w ith stratification 
appfied as appropriate.

Figure 7.1 also applies to  unsupervised clustering, w ith  the exccption that we are 
w ithou t test data containing instances o f  knovvn classification. In  Section 7.6 wc re- 
view  unsupervised evaluation techniques and explore additional m ethods for evaluat- 
ing an unsupervised clustering.

7.2 Tools for Evaluation

Statistics are a part o f  our everyday lives.The results o f  statistical studies help us make de- 
cisions about how  to invest our hard-earned топ еу , vvhen to  retire, w here to place our 
gambling bets, and even vvhether to have a certain surgical procedure.The follovving are 
several interesting statistical findings that have been reported during  the past уеаг.

60% o f  the 100,000,000 households in the U n ited  States have credit card debt o f  
S6000 or m ore.

50% ofaU  adults in the U nited  States are no t invested in the stock market.

70% o f  all felons com e from hom es vvithout a fathcr.

O n e  in  700,000 deaths is caused by dog bite.

O n e  in 15 m en vvill get prostate cancer.

T h e  average age vvhen a vvoman becoines a vvidovv is 56.

O f  every 100 people w ho  tu rn  age 65, one has vvealth in excess o f  S5 million dol- 
lars, four are financiallv independent ($1 to S4 m ilhon dollars), 41 are still vvork- 
ing, and 54 are dead broke.

Som etim es, the results o f  statistical studies m ust be in terpreted  vvith a degree o f 
caution. For example, the average age vvhen a vvoman becom es a widovv т а у  be 56, 
hovvever the median age vvhen a vvoman is vviđovved is likely to  be higher as vvell as 
m ore inform ative.

Findings such as those just listed are often gathered through a process o f  random  
sam pling.The first statem ent fits this category. It is simply too  difficult to  poll each and 
every A m erican familv to  determ ine the atnoun t o f  household credit card debt. 
T herefore experts poll a sample o f  individual households and report findings in ternts 
o f  the general population along vvith a m argin o f  error. As you vvill see, vve can apply
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the techniques developcd to conduct statistical studies to  ou r data n tin ing problents. 
T he advantage o f  a statistical approach is that it allovvs us to associate levels o f  confi- 
dence vvith the outcom es o f  our data m ining experim ents.

Before mvestigating several useful statistics for evaluating and com paring data 
m ining models, vv'e review the tundam ental notions o f  ntean, variance, and population 
distributions.

Single-Valued Summary Statistics

A population  o f  num erical data is uniquely defined by a ntean, a standard deviation, 
and a frequency o r probability distribution o f  values occurring  in  the data. T he 
m ean, or average value, denoted by (i, is com puted by sununing the data and dividing 
the sum by the num ber o f  data items.

W hereas the m ean designates an average value, the variance (G2) represents the 
am otint o f  dispersion about the m ean.To calculate the variance, vve first com pute the 
sum o f  squared differences from the m ean .T his is accom phshed by subtracting each 
data value from the inean, squaring the difference, and adding the result to  an accu- 
m ulating sun t.T he variance is obtained by dividing the sum ofsquared  differences by 
the num ber o f  data items. T he standard deviation, denoted by O, is sintplv the 
square root o f  the variance.

W hen  com puting a m ean, variance, o r standard deviation score for a sampling o f  
data, symbol designations change. We adopt the follovving notation  for sample rnean 
and variance scores:

Sample m ean =  X  
Sample variance =  V

T he ntean and variance are useful statistics for summ arizing data. Hovvever, tvvo 
populations can display very similar mean and variance scores yet shovv a m arked varia- 
tion betvveen their individual data item s.Therefore to  allovv for a com plete understand- 
ing o f  the data, kttovvledge about the distributioti o f  data itents vvithin the population is 
necessary. W ith a sinall am ount o f  data, the data distribution is easily obtainable. 
Hovvever, vvith large populations the distribution is often difficult to detcrm ine.

The Normal Distribution

A ftindamentallv im portant data distribution that is vvell undcrstood is the normal dis- 
tribution, also knovvn as the Gaussian curve o r the norm al probabilitv curve. Several 
useful statistics hav'e been developed for populations shovving a norntal distribution.

T he normal, or bell-shaped, curve vvas discovcred by accident in 1733 by the French 
mathematician Abraham de M oivre vvhile solving problems for vvealthv gamblers. The 
discoverv came while recording thc nuntber o f  heads and tails dunng  a coin-tossing ех- 
ercise. For his expcriment, he repeatedly tossed a coin 10 times and recorđed the average
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num ber o f  heads. H e found that the average as vvell as the most ffequent num ber o f  heads 
tossed vvas five. SLx and four heads appeared vvith the same frequency and were the next 
most fiequendy occurring numbers. N ext, three and seven heads occurred equally often, 
follovved by tvvo and eight and so on. Since M oivre’s initial discovery, many phenom enon 
such as measures o f  reading ability, height, vveight, intelligence quotients, and jo b  satisfac- 
tion radngs, to nam e a few, have been found to be distributed norm allv.The general for- 
mula defining the norm al curve for conrinuous data is uniquely deterinined by a 
population m ean and standard deviation and can be found in A ppendix D.

A graph o f  the norinal curve is displayed in Figure 7.2. T he .v-axis shovvs the arith- 
meric m ean at the center in position O.The integers on  either side o f  the m ean indicate 
the num ber o f  standard deviations from  the m ean.To illustrate, if  data is normally dis- 
tributed, approximately 34.13% o f  all values vvill lie betvvecn the mean and one standard 
deviarion above the mean. Likevvise, 34.13% o f  all values are seen betvveen the mean and 
one standard deviation below  the m ean.That is, vve can expect approximately 68.26% o f  
afi values to lie vvithin one standard deviarion on either side o f  the inean score.

As an exam ple, suppose the scores on  a test are know n to be norm ally distributed 
vvith a m ean o f  70 and a standard deviarion o f  5. Kmovving this, we can expect 68.26% 
o f  all stuđents to  have a test score somevvhere betvveen 65 and 75. Likewise, vve should 
see over 95% o f  the student scores falling somevvhere betvveen 60 and 80. Stated an- 
o ther vvay, vve can be 95% confident that all stuđent test scores he betw een tvvo stan- 
dard deviations above and belovv the m ean score o f  70.

As tnost data is not norm allv distributed, you т а у  vvonder as to the relevance o f  this 
discussion to  data mining. After all, even if  one attribute is knovvn to be normallv dis- 
tributed, we must deal w ith  instances containing several num eric values, most o f  vvhich

Figure 7.2 •  A normal distribution
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are no t likely to  be distributed nonnally. O ur discussion o f  the norm al distriburion 
serves tvvo purposes. First, some data m ining models assume num eric attributes to be 
normally distributed. W e discuss one such m odel in  C hapter 10. M ore importantly, as 
you will see in the remaining sections o f  this chapter, we can use the properries o f  the 
norm al distribution to help us evaluate the pertorm ance o f  o u r data m ining models.

Normal Distributions and Sample Means

M ost interesting populations are quite large, m aking experim ental analysis extrem ely 
difficult. For this reason, experim ents are often perform ed on  subsets o f  data random ly 
selected ffom the total population. Figure 7.3 shows three sample đatasets each co n - 
taining three elements that have been taken from  a population o f  10 data itenrs.

W hen sampling from a population, vve cannot be sure that the distribution  o f  val- 
ues in  the sainple is norm al.T his is the case even if  the population is norm ally distrib- 
uted. Hovvev'er, there is a special situation vvhere vve are guaranteed a norm al 
distribution. Specifically,

For a given population, a distribution o f means taken from randotn sets o f independent
samples o f equal size are distributed погтаПу.

To better understand the im portance o f  this statem ent, le t’s consider the problem  
o f  determ ining the average A m erican household credit card debt. T here  are approxi- 
mately 100,000,000 American households. We have neither the tim e ог resources to 
poll each and every household. Therefore we sarnple a random  subset o f  10,000,000 
hom es to obtain an average household  credit card debt figure.W e generalize our find- 
ings by reporting the obtained value as the average am ount o f  A m erican householđ 
credit card debt. An obvious question is: Hovv confident can we be that the average 
com puted  from the sample data is an accurate estimate o f  the average household 
credit card debt for the general population?

To help ansvver this question, suppose vve repeat this experim ent several rimes, 
each tim e recording the average household credit card deb t for a new  random  sample 
o f  10,000,000 homes. O u r statem cnt tells us that the average values we obtain from 
the repeatcd process are norm ally distributed. Stated in  a form al m anner, we say that 
апу one o f  the obtained sample means is an unbiased estimate o f  the m ean for the 
general population. Also, the average o f  sample means taken over all possible samples 
o f  equal size is exactly equal to the popularion mean.

We now knovv that the average credit card debt com puted from the inirial sample 
m ean o f  10,000,000 households is an unbiased estimate o f  the average for the population. 
We still do not have a confidence in the com puted average value. Although vve cannot 
unequivocally state our com puted value as an exact average debt figure for the general 
population, vve can use the sample variance to  easily obtain a confidence interval for the 

com puted average value.
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Figure 7.3 • Random sampies from a population of 10 elements

Sam ple 1

Firsc, we estiinate the variance o f  the population.The population variance is estimated 
by v/n , w here v is the sarnple variance and n is the num ber o f  sample instances. N ext we 
com pute the s ta n d a rd  e rro r. T he standard error (SE) is simply the square root ot the es- 
timated population variance.The formula for compuring standard erio r is given as:

SE  = ->Jv /  n (7.1)

As the population  o f  sample means is norm ally distributed and the standard error 
is an estimate o f  the population  variance, w e can make the follow ing claim:

А п у sample mean uAU vary less than plus or minus two standard errors from the pop-
ulation rnean 95%  o f tlie time.

For the household  credit card debt problem , this means that we can be 95% con- 
fident that the actual average household  credit card debt hes som ew here betw een tvvo 
standard errors above and two standard errors below  the com puted  sample rnean. For 
our example, suppose the average household debt for o u r sarnple o f  10,000,000 
households is S6000 w ith  a standard erro r o f  100. O u r statem ent tells us that we can
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be 95% certain that the actual average A m erican household credit card debt for the 
general population lies som ewherc betvveen S5800 and S6200.

We can use this technique as vvell as the hypothesis testing m odel introduced in 
the next section to help us com pute confidence intervals for test set erro r rates, com - 
pare the classification error rates o f  tw o o r m ore data nun ing  models, and deterin ine 
those num erical attributes best able to  differentiate inđividual classes or clusters.

A Classical Model for HypothesisTesting

You vvill recall that a hypothesis is an educatcd guess about the outconre o f  sorne event. 
Hypothesis tesring is conm ionplace in  the fields o f  science and tnedicine as well as in 
everyday situarions dealing with politics and governnient. Let s take a look  at a standard 
experim ental design using a hypothetical example froin the field o f  medicine.

Suppose we vvish to determ inc the effects o f  a new  drug, treatm ent X, that was 
developed to treat the symptoms associated vvith an allergv' to house dust. For the ех- 
perim ent, vve random lv choose tvvo groups from a select population o f  individuals 
w ho  suffer from the allergv.To perform  the experim ent, we pick one group as the ех-  
perim ental group. The second group is designated as the control group. 
Treatm ent X  is applied to the experim ental group and a placebo in  the form  o f  a 
sugar pill is distributed to the control group.W e take care to  make sure individual pa- 
tients are not avvare o f  their group m em bership. T he average increase o r decrease in 
the total num ber o f  allergic reactions per day is recorded for each patient in bo th  
groups. After a period  o f  tim e, wre apply a statistical test to  determ ine if  a significant 
difference in the measured param eter is seen betw een the tw o groups o f  patients.

A usual procedure is to state a hvpothesis to  bc testcd about the ou tcom e o f  the 
experim ent. Typically, the ou tcom e is stated in the form  o f  a null hypothesis. T h e 
null hvpothesis takes a negative po in t o f  vievv in that it asserts апу relationship found 
as a result o f  the experim ent is due purely by chance. For our example, the null hy- 
pothesis declares the outcom e vvill shovv no  significant difference betw een the tw o 
groups o f  parients. A plausible null hypothesis for our experim ent is:

There is no significant difference in the mean increase or decrease o f total allergic reac- 
tions per day between patients in the group receiving treatment X  and patients in the 
group receiving the placebo.

Notice that the null hypothesis specifies no  significant difference rather than no signif- 
icant im piovem ent.The reason for this is that we have no a priori guarantee that treatment 
X  vvill not cause an adverse reaction and vvorsen the symptoms associated vvith the allergv.

O nce the experim ent is perform ed and the data shovving the results o f  the ехрег- 
im ent have been gathered, vve test if  the ou tcom e shows a significant difference be- 
tvveen the tvvo groups o f  patients. A classical nrodel to  test for a significant difference
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betw een the m ean  scores o f  a m easuređ param eter such the one for o u r experim ent is 
given as:

V ( " i  / n, +v 2/ n2)

where

P is the significance score

X ,a n d X ’ are sam plem eansfortheindependentsam ples

v, and v, are variancescoresforthcrespective means

и, and«, are corresponding sample sizes

T h e  term  in the num erator is the absolute difference betw een the tw o sample 
means. To test for a significant difference betw een  the m ean scores, the difference is 
divided by the standard erro r for the distribution o f  m ean differences. As the two sam- 
ples are independent, the  standard erro r is simply the square root o f  the sum  o f the 
tw o variance scores associated w ith  the twro sample m eans.To be 95% confident that 
the difference betw een tvvo means is n o t due to  chance, the value for P in the equa- 
tion  m ust be greater than or equal to 2. T h e  m odel is valid because, like the distribu- 
tion o f  means taken ffom  sets o f  independen t samples o f  equal size, the distribution o f  
differences betw een  sample means is also norm al.

A 95% level o f  confidence still leaves room  for error. W ith  hypothesis testing two 
general types o f  erro r are defined.A  type 1 error is seen w hen  a true  null hypothesis 
is rejected. A type 2 error is observed w hen  a null hypothesis that should have been 
rejected is accepted. T hese tw o possibilities are shown in the confusion m atrix o f  
Table 7.1. For ou r experim ent, a tvpe 1 e rro r w ould  have us believing that treatm ent 
X  has a significant im pact on the average num ber o f  allergic reactions to  dust w hen it 
does not. Likewise, a tvpe 2 erro r w ould  state that treatinent X  does no t affect the 
mean num ber o f  allergic reactions w hen  indeed  it does.

A requirem ent o f  tliis m ethodologv is that each m ean is com puted  from  an inde- 
pendent dataset.W ith data m ining, the usual case is to coinpare models w ith  the help 
o f  a single test set o f  data. Fortunately, we can em ploy a slight m odification o f  the clas- 
sical m odel to  situations w here we are lim ited to  one test dataset.

7.3 Computing Test Set Confidence Intervals

Training and test data may be supplem ented by validation data. O n e purpose o f  
validation data is to hclp us choose one o f  several models built from the same training 
set. O nce trained, each m odel is presented w ith  the validation data, w hereby the 
m odel show ing a best classification correctness is chosen as the final model.Valiđation
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Table7.1 • A Confusion Matrix

Computed 
Accept

Accept Null True Accept
Hypothesis

Reject Null Туре 2 Error
Hypothesis

data can also be used to  optim ize the param eter settings o f  a supervised m odel so as to 
maximize classification correctness.

O nce a supervised learner m odcl has been  validated, the m odel is evaluated by 
applying it to the test data.The m ost general measure o f  m odel pcrform ance is classi- 
fier error rate. Specifically,

#  o ftest set errors „
Classifier Error Rate (E ) = ------------------------------  (7.3)

#  o f test set instances

T h e  purpose o f  a classifier erro r rate com putation  is to  givc an inđication as to 
the likely future pertorm ance o f  the m odel. H ow  confident can we be that this er- 
ro r rate is a valid m easure o t'actual m odel perform ance?T o answer this question, vve 
can use the standard error statistic to  calculate an erro r rate confidence interval for 
m odel perform ance. To applv the standard erro r m easure, we treat classifier erro r 
rate as a sample m ean. A lthough the e rro r rate is actually a p ro p o rtio n , if  the n u m - 
b er o f  test set instances is sufficiendy large (say n >  100), the e rro r rate can represent 
a m ean value.

To determ ine a confidence interval for a com puted error rate, w e first calculate
the standard error associated vvith the classifier error rate .T he standard error together
vvith the error rate is then used to com pute the cotifidence interval. T h c  procedure is 

as follows:

1. Given a test set sample S o f  size n and error rate E

2. C om pute the sample variance as:
Variancej'ff) =  £(1 -  E)

3. C om pute the standard erm r (SE) as the square m o t o f  Variance(£) divided by n.

4. Calculate an upper bound  for the 95% confidence interval as £  + 2(S£).

5. Calculate a lovver bound  for the 95% confidence interval as E  -  2 (S£).

for the Null Hypothesis

Computed
Reject

Туре 1 Error 

True Reject
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Lets look at an exam ple to better understand how  the confidence interval is 
com pitted. Suppose a classifier shovvs a 10% erro r rate vvhen applied to  a random  sam- 
ple o f  100 test set instances.W e set E  =  0.10 and com pute the sample variance as:

Variance(0.10) = 0.10(1 -  0.10) =0.09 

W ith  a test set o f  100 instances, the standard error com putation  is:

SE =  -^(0.09/100) = 0.03

We can be 95% confident that the actual test set error rate lies somevvhere be- 
tw een tvvo standard errors below  0.10 and tw o standard errors above O.lO.This tells us 
that the actual test set erro r rate falls betvveen 0.04 and 0.16, vvhich gives a test set ac- 
сигасу betvv-een 84 and 96 percent.

I f  w e increase the num ber o f  test set instances, w e are able to  decrease the size o f  
the confidence range. Suppose we increase the test set size to  1000 instances.The stan- 
dard error becomes:

SE = V(0-09 / 1000) «  .0095

M aking the same com putations as in  the previous exam ple, the test set ассигасу 
range is now  betvveen 88 and 92 percent. As уои can see, the size o f  the test dataset has 
a marked effect on  the range o f  the confidence interval. T his is to  be expected, be- 
cause as the size o f  the test dataset becom es infinitely large, the standard error measure 
approaches zero .T hree general com m ents about this technique are:

1. T h e  confidence interval is valid only if  the test data has been  random ly cho- 
sen from  the poo l o f  all possible test set instances.

2. Test, training, an d  validation data m ust represent disjoint sets.

3. I f  possible, the instances in  each class should be distributed in the training, val- 
idation, and test data as they are seen in the  entire dataset.

If  am ple test data are n o t available, w e can apply a technique know n as cross val- 
idation. W ith this ine thod , all available data are partitioned in to  н fixed-size units. н -  
1 o f  the units are used fo r training, whereas the nth unit is the  test set.T his process is 
repeated until each o f  the fixed-size units has b een  used as test data. M odel test set 
correctness is com puted  as the average ассигасу realized from  the н training-testing 
trials. E xperim ental results have show n a value o f  10 for н to be m axim al in m ost situ- 
ations. Several apphcations o f  cross vahdation to  the data can help ensure an equal dis- 
tribu tion  o f  classes vvithin the training and test datasets.

Bootstrapping is an alternative to  cross validation. W ith bootstrapping, vve allovv 
the training set selection process to choose the same training instance several times.This 
happens by placing each training instance back in to  the data pool after it has been se-
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lected for training. It can be shovvn mathematically that if  a dataset containing н instances 
is sampled н times using the bootstrap technique, the training set vvill contain approxi- 
mately two-thirds o f  the н instances.This leaves one-third o f  the instances for testing.

As a final point, in  C hapter 2 you learned that the test set erro r rate is but one o f  
several considerations w hen determ ining the value o f  a supervised learner m odel.T o 
em phasize this point, le t’s assume that an average o f  0.5% o f  all credit card purchases 
are fraudulent. A m odel designed to detect credit card fraud that always states a credit 
card purchase is valid will show a 99.5% accuracv. Hovvever, such a m odel is worthless 
as it is unable to perform  the task for vvhich it was designed. In contrast, a m odel that 
correctly detects all cases o f  credit card ffaud at the expense o f  show ing a high rate o f  
false positive classifications is o f  m uch m ore value.

O n e  way to deal w ith this issue is to assign vveights to  incorrect classifications. 
W ith the credit card example, we could assign a large weight to incorrec t classifica- 
tions that aUovv a fraudulent card to go undetected  and a smaller w eight to  the error 
o f  incorrecdy ldentifv’ing a credit card as ffaudulent. In this way, a m odel wiU have its 
classification error rate increase if  it shows a bias toward allowing fraudulent card us- 
age to go undetected. In the next section we show you how  test set classification error 
rate can be emploved to com pare the perform ance o f  tvvo supervised learner models.

7.4 C o m p a r in g  Supervised Learner M od e ls

We can coinpare tvvo supervised learner models constructed vvith the same training 
data by applying the classical hypothesis testing paradigm. O u r measure o f  m odel per- 
form ance is once again test set error rate. L et’s state the problem  in the form  o f  a nuU 
hypothesis. SpecificaUy,

There is иo sigtiificant difference iti the test set error rate o f two supervised learner mod-
e/s, M j and M „  built m th the satne traitiing data.

T hree possible test set scenarios are:

1. T he ассигасу o f  the models is com pared using tvvo independent test sets ran- 
dom ly selected ffom  a pool o f  sample data.

2. T he same test set data is em ployed to  com pare the m odels.T he com parison is 
based on a pairvvise, instance-by-instance com putation.

3. T he same test data is used to  com pare the overall classification correctness o f  
the models.

From  a statistical perspective, the m ost straightforvv'ard approach is the first one, as 
w e can directly apply the classical hypothesis testing m odel described in Section 7.2.
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This approach is feasible only i f  an am ple supply o f  test set data are available. W ith 
large datasets, the prospect o f  extracting independen t test set data is real. Hosvever, 
w ith  smaller-sized data, a single test set may be the only possibiHty.

W hen  the same test set is applied to the data, one op tion  is to  perform  an in- 
stance-by-instance pairwise m atching o f  the test set results.This approach is described 
in  A ppendix D. H ere we describe a sim pler technique that com pares the overall classi- 
fication correctness o f  tw o m odels.The m ethod  can be applied to  bo th  the tw o inde- 
pendent (scenario 1) o r single test set (scenario 3) cases.The m ost general form  o f th e  
statistic for com paring the perform ance o f  tw o classifier m odels M , and M , is

IF  -  E
P = 1 '  — 21---------  (7.4)

■Jq(l -  q){\ /  + 1 /и ,)
w here

Ej =  T h e  erro r rate for m odel M j 

£ ,  =  T h e  erro r rate for inodel M ,

q =  (E, +  E2) /2

и, =  the nurnber o f  instances in test set A 

«2 =  the num ber o f  instances in test set B

N otice that q (t -  q) is a variance score com puted  using the average o f  the tvvo er- 
ro r rates. W ith  a single test set o f  size n, the form ula sunplifies to:

p  = 1£ | £ г 1 (7.5)
V?(1-4)(2/h)

W ith  either E quation  7 .4  or 7.5, i f  the value o f  P  > 2, we can be 95% confident that 
the difference in the test set perform ance o f  M j and M , is significant.

Let’s look  at an example. Suppose we wish to  com pare the test set perform ance o f
learner m odels M , and M 7.We test M , on  test set A and M , o n  test set B. Each test set 
contains 100 instances. M j achieves an 80% classification ассигасу vvith set A, and M , 
obtains a 70% ассигасу vvith test set B. We wish to  know  if  m odel M j has perform ed 
significandy b e tte r than m odel M ,.T h e  com putations are:

•  for m odel M^: E, =  0.20

•  for m odel M ,: E , =  0.30

•  q is com puted  as:
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•  the com bined variance q(1 -  q) is:

0 .2 5 (1 .0 -0 .2 5 )  =  0.1875

•  the com putation for P  is:

10 .2 0 -0 .3 0  I
р = ~ г  -VO. 1875(1 /1 0 0  +  1 /100 )

P = 1.633

As P < 2, the difference in  m odel perform ance is n o t considcred to  be significant. 
We can increase ou r confidence in the result by sw itching the two test sets and repeat- 
ing  the experim ent. This is especially im portant if  a significant difference is seen w ith 
the initial test set selection. T h e  average o f  the two values for P is then  used for the 
significance test.

7.5 Attribute Evaluation

ln  C hapter 4 vve shovved уои hovv attribute-value predictability and predictiveness 
scores help determ ine the significance o f  categorical attributes. We stated that a cate- 
gorical attribute w ith  at least one highly predictive value should be designated as an 
inpu t attribute. An alternative measure o f  categorical attribute significance com putes 
the product o f  attribute-value predictiveness and predictabilitv. A ttributes having at 
least one value show ing a score larger than a user-specified threshold are chosen as in- 
p u t attributes.T he advantage o f  this m ethod is that an attribute is selected only w hen 
it supports a predictive value occurring  w ith som e frequency w ith in  a class.This m ea- 
sure eliminates the possibility that a nonpredictive attribute having a noisy value ap- 
pearing in one or tw o instanccs will be selected.

In C hapter 4 уои savv hovv ESX com putes attribute significance scores for nu- 
merical data by em ploving class m ean and dom ain standard deviation scores. In 
C hapter 5 we highhghted the im portance o f  elim inating redundant attributes and 
ou thned a genedc algorithm  for selecting a best set o f  input attributes. In this section 
vve broaden ou r discussion about num erical attribute elim inarion by dem onstrating 
how  to use attribu te correlations and scatterplot diagrams created w ith  MS Excel to 
uncover attribute redundancies.W e also dem onstrate hovv the classical hypothesis test- 
ing  m odel can be applied to uncover num erical attributes o f  little predictive value.

In C hapter 5 уои saw how  superviseđ learning can be applied to  esrimate values 
for missing data items. In the end-of-chaptcr exercises vve shovv уои hovv the same 
technique can be applied to uncover ređundancies betvveen categorical as well as nu- 
m eric data.
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Locating Redundant Attributes vvith Excel

A correlation coefficien t (designated by r for a sample or by p, the greek letter rho, 
for a population) measures the degree o f  hnear association betw een tw o num eric at- 
tributes. C orrela tion  coefficients take o n  values ranging betw een  -1  and 1 inclusive. A 
positive correlation means tw o attributes increase or decrease in unison. H eight 
and w eight are tw o attributes that exhibit a high positive correlation. Two attributes 
have a negative correlation i f  as one attribute increases, the o ther decreases. Age and 
runn ing  speed display a high negative correlation. If  r is near zero, the tw o attributes 
are n o t linearly correlated. C au tion  m ust be exercised in  m aking đeductions ffom  cor- 
relational evidence. A lthough a m arked correlation betw een tw o variables implies that 
they are related, the relationship may or may n o t be o f  a causal nature.

Com puting Correlation Coefficients

If  tw o candidate input attributes are highly correlated in a positive o r  a negative direc- 
tion, only  one o f  the attributes should be selected for data m in ing .T he attribute w ith  
the larger significance score (see the second part o f  Section 7.5) is the attribute o f  
choice. We can use M S Excel to  com pute correlation coefficients for num eric attri- 
butes. Let’s w ork  th rough  an exam ple using the m ixed fo rm  o f  the cardiology patient 
database (CardiologyCategorical.xls).

*Com puting Attribute Correlations w ith  MS Excel*

We will use Excel's CORREL function to calculate the degree of correlation between cholesterol 

level and bloodpressure. The procedure is as follows:

1. Open MS Excel and load the CardiologyCategoricalxls database file.

2. Mouse to апу blank cell (cell 01 for example). Once step 3 has been completed, the 

correlation value will appear in the chosen cell.

3. Place your cursor in the Excel formula bar and type: =CORREL(D4:D306,E4:E306). As 
the first valid data point is in the fourth row, we start with D4 rather than D1.

4. Read the correlation coefficient in the cell selected in step 2.

The cell should display the value 0.123174. This value is close to zero, which indicates lit- 

tle correlation between the values of the two attributes.
A
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M aking Scatterplot Diagrams

A correlation coefficient only measures the degree o f  linear relationship betw een two 
variables.Two attributes having a low r value may still havc a curvilinear (curved line) 
relationship. I f  we suspect a relationship betcveen two attributes lacking a linear corre- 
lation, we can view a scatterplot diagram to determ ine if  two num eric attributes are 
related in a curvihnear fashion.A  scatterplot diagram offers a tvvo-dimensional p lo t o f  
corresponding pairs o f  attribute valucs.The scatterplot will also show апу linear rela- 
tionship betvveen tw o attributes.

Figure 7.4 displays a scatterplot diagram  for tw o attributes having a perfect pos- 
itive co rre la tion . Figure 7.5 illustrates a perfec t negative co rre la tio n . F igure 7.6 
shows a scatterplot diagram  o f  tvv'o attributes having n o  linear correlation . However, 
as the figure clearly illustrates, the attributcs support a curvilinear relationship.

Figure 7.4 •  A perfect positive correlation (r =  1)
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Figure 7.5 • A perfect negative correlation (r =  -1 )
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Figure 7.6 • Attributes with no linear correlation (r =  0) but a substantial 
curvilinear relationship
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*Creating a Scatterplot Diagram w ith MS Excel*

Lefs create a scatterplot diagram with MS Excel for the values cholesterol level and blood pres- 

sure. The procedure is as follows:

1. Open MS Excel and load the CardiologyCategorical.xls database file.

2. Mouse to the MS Excel menu bar. Locate and left-dick on Insert.

3. Mouse down the menu bar and left-click on Chart.

4. Hnd chart type, left-dick on XY(Scatter), then left-dick on Next.

5. In the box labeled Data Range type: =D4:D103,E4:E103.
This will give you a scatterplot diagram of the two attributes for the first 100 data in- 
stances. Make sure the Columns radio button is highlighted then click on Next.

6. Give the chart a title. Label the x-axis with Blood Pressure and the y-axis with 
Cholesterol. Left-dick on Next.

7. Save the chart in a new sheet or as an object in the current sheet and click Finish.

Figure 7.7 shows the resultant scatterplot diagram. Based on the previously computed cor- 

relation value of 0.123174 and the scatterplot diagram, we condude the two attributes are not 

related.

Figure 7.7 • A scatterplot diagram relating blood pressure and cholesterol
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HypothesisTesting for Numerical Attribute Significance

W e can use the classical hvpothesis testing m odel to  determ ine num erical attribute 
significance th rough  the follovving technique:

1. G iven
•  N um erical attribute A  vvhose significance is to _ b e  determ ined
•  и classes C ,, C „  ... ,  C n w ith  corresponding m eans X ,,X 2,  X„ for

A ttribu te A
2. For each pair o f  classes C  and C., com pute

v / n . + v  /  и ) 

w here

X  is the class i m ean and X. is the class j  m ean for attribu te A

v. is the class i variance and v is the class j  variance for attribute A

и. is the num ber o f  instances in C  and и is the num ber o f  instances in CI 1 J J

3. C om pare. I f  апу o n e  o f  the values for P.. is > =  2, the attribu te is labeled as 
significant.

N o tice that the test states that if  апу pair o f  class com parisons shows a significant 
difference, the attribu te should be considered significant to the classification.

To illustrate the technique, we applied the hypothesis test for attribute significance 
to  the num erical attributes w ithin the m ixed form  o f  the cardiology patient dataset. 
Table 7.2 displays the com puted values o f  P . for each num erical attribute. T h e  table 
also shovvs corresponding significance scores calculated w ith the ESX attribute signifi- 
cance heuristic. R ecall that the ESX heuristic considers attributes w ith  significance 
scores less than 0.25 as being o f  litde predictive value.The hypothesis testing m odel as 
vvell as the ESX  heuristic show all attributes except cholesterol to be significant.

To sum m arize, w hen  several num erical attributes appear in the data, it is best to 
first elim inate attributes that do n o t significandy affect the perform ance o f  a learner 
m odel. A fter this, the rem aining attributes should be tested for correlational relation- 
ships and rem oved as appropriate.

7.6 U n superv ise d  Evaluation Techniques

Supervised learning and unsupervised clustering com plem ent one another in that each 
approach can be applied to evaluate the opposite strategy. In this section we review 
bo th  possibilities and offer additional evaluation m ethods for unsupervised clustering.
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Table 7.2 • Cardiology Patient Data: Numerical Attribute Significance

Class Class ESX Attribute Hypothesis Test
Sick Healthy Significance for Significance

Age (Mean) 56.50 52.50 0.45 4.08
(sd) 7.96 9.55

BP (Mean) 134.40 129.30 0.29 2.51
(sd) 18.73 16.17

Chol (Mean) 251.09 242.23 0.17 1.50
(sd) 49.46 53.55

MHR (Mean) 139.10 158.47 0.85 7.96
(sd) 22.60 19.17

Peak (Mean) 1.59 0.58 0.86 8.00
(sd) 1.30 0.78

Unsupervised Clustering for Supervised Evaluation

W hen unsupervised clustering is adopted for supervised evaluation, the data instances 
selected for supervised training are presented to an unsupervised clustering technique 
w ith the ou tpu t attribute flagged as display-only. I f  the instances cluster in to  the pre- 
defined classes contained in the training data, a supervised learner m odel built w ith  
the training data is likely to perform  well. If  the instances do n o t cluster into their 
know n classes, a supervtised m odel constructed w ith  the training data is apt to  perform  
poorly. In Section 5.10 you savv how  ESX was used to  apply this m ethod  to  the credit 
card screening dataset.

A lthough this approach is straightfonvard, depending on  the clustering technique 
it may be several iterations before an evaluation can be made. For example, suppose 
vve decide to  utilize the K-M eans algorithm  for the evaluation. T h e  clusters form ed 
by an application o f  the K-M eans algorithm  are highlv affected by the initial selection 
o f  cluster means. For a single iteration, the algorithm  is likely to  experience a less- 
than-optim al convergence. W ith  a nonoptim al convergence, a single cluster could 
contain a m ixture o f  instances from  several classes. This vvould m  tu rn  give us a false 
impression about the efficacv o f  the dom ain for supervised learning. Likewise, if  ESX 
is the unsupervised technique, several iterations may be required just to obtain a best 
choice for param eter settings.

As the unsupervised evaluation is based solely on the training data, a quality cluster- 
ing is no guarantee o f  acceptable perform ance on  test set instances. For this reason, the 
technique com plem ents other ev'aluation m ethods and is m ost valuable for identifying a 
rationale for supervised mođel failure. As a general rule, we see an inverse relationship
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betvveen the value o f  this approach and the total num ber o f  predefined classes contained 

in the training data.

Supervised Evaluation for Unsupervised Clustering

In C.hapter 2 we shovved you how  supervised learning can help explain and evaluatc 
the  results o f  an unsupervised clustering.This m ethod  is particularly appeahng because 
it is independent o f  the technique used for the unsupervised clustering. Let s review 
the procedure:

1. D esignate each form ed cluster as a class.

2. Build a supervised learner m odel by choosing a random  sam phng ofinstances 

ffom  each class.

3. Test the supervised learner m odel w ith  the rem aining instances.

As many unsupervised techniques lack an explanation facihty, the supervised classifi- 
cadon helps explain and analyze the form ed đusters. A slight variation o f  this technique 
is to  build the supervised m odel w ith  the first n pro to tvpe instances from  each cluster. 
Follow ing this procedure allows us to  observe m odel perform ance from the perspec- 
tive o f  the instances that best define each cluster.

Additional Methods for Evaluating an Unsupervised Clustering

U nsupervised evaluation is often a tw o-step process. A first evaluation is intcrnal and 
involves repeadng the clustering process until we are satisfied that апу user-defm ed 
param eters hold  oprimal values.

T he second evaluation is external and independent o f  the m odel creating the 
clusters.The follow ing is a short list o f  several additional external evaluarion m ethods.

1. Use a superi’ised learning approach as described in the previous section, but designate 
all instances as training data.
This variation is appropriate if  a com plete explanation about betw een-cluster 
differences is o f  p rim arv  im portance. A superviseđ learner capable o f  generat- 
ing  production  rules is particularly appealing for purposes o f  explanation.

2. Apply an alternative technique’s measure o f cluster quality.
For example, suppose we use ESX  to create a clustering o f  n classes for a set o f  
num eric data. We then  analyze the results by com puting  the m ean and the 
sum  o f  squared errors from the m ean statisric for each cluster.
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3. Create уоиг oum tneasure o f cluster quality.
Agglom erative clustering is an unsupervised techn ique that merges in - 
stances at each step o f  the clustering process until a te rm inating  cond ition  is 
sarisfied. In C hapter 10 we describe agglom erative clustering along w ith  
tw o heuristic techniques to  help determ ine w hen  the m erge process should 
term inate.

4. Petform a between-cluster attribute-value comparison.
If  betw een-cluster attribute values differ significantly, w e conclude that be- 
tvveen-cluster instance differences are also significant.

As you can well imagine, this list is by no  means exhaustive. We encourage you 
to  use this list as a starting point for developing your ow n tool kit for unsupervised 
evaluation.

7.7 Evaluating Supervised M o d e ls  w ith  N u m e ric  O u t p u t

Thus far our discussion has been hm ited to  rnodels giving categorical output. 
However, we can use the techniques ju st described to help us evaluate models whose 
o u tpu t is num erical.To apply the aforem entioned techniques, we need a perform ance 
m easure for models giving num erical ou tput that is equivalent to classifier error rate. 
Several such measures have been defined, m ost o f  w hich are based on  differences be- 
tw een actual and com puted output. In  each case, a smallest possible difference repre- 
sents a best scenario. W e vvill lim it our discussion to  three com m on m ethods for 
evaluaring num eric output: the ntean squared error, the root mean squared error, and thc 
теап absolute error.

T he m e a n  sq u a re d  e r r o r  (mse) is the average squared difference betvveen actual 
and com puted ou tpu t, as shown in Eq. 7.7.

mse _  (đi ~ ci?  +  (a2 ~ c2 f  + -  + (Дј ~Cj ) + -  +  (а„ -  r,,)2 ^
w

w here for the fh instance, 

at = actual ou tpu t value

c. = com puted o u tpu t value

T h e r o o t  m e a n  sq u a re d  e r r o r  (rms) is sim ply the square root o f  the mean 
squared error. Ву applving the square root, we reduce the dim cnsionality o f  the mse 
to that o f  the actual e rro r com pu tation .T he backpropagation neural netw ork modcl
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described in C hap te r 9 uses rms as a m easure o f  netvvork convergence. N o tice  that 
for values less than  1 .0, rms > mse.

T he m e a n  a b s o lu te  e r r o r  (mae) finds the average absolute difference bervveen 
actual and com puted  o u tp u t values. An advantage o f  mae is that it is less affected by 
large deviations betvveen actual and com puted  o u tp u t values. In  addition, mae m ain- 
tains the dim ensionality o f  the error value. Equation 7.8 shovvs the formula.

I«, " f i l  +  \ a2 ~  C \  +  -■ +  \ a» ~  Umae =  ------------------------------------------------------------------  (7-8)
n

In C hap ter 2 vve applied thc iDA backpropagation neural netvvork to the credit 
card prornotion  data vvhere life itisurance promotion vvas designated as the ou tpu t at- 
tribute. Table 7.3 repeats the actual and com puted  o u tp u t values for the experim ent 
and displays the absolute and squared erro r o u tpu t scores for each data instance. 
A lthough the values in the table are the result o f  applying train ing rather than test set 
data to the trained netvvork, the exanrple is useful for illustrative purposes. T he com - 
putations for tnse, mae, and rms using the table data are as follovvs:

(0.0 -0 .0 2 4 )2 +  (1.0 -  0.998 )2 +  .... +  (1.0 - 0 .9 9 9 )2
mse = ------------------------------------------------------------------------------------

15
0.1838

= ---------  = 0.0123
15

0.0 -  0.024 | +  11.0 — 0.998 | + .... +  11.0 — 0.999 |

0.9060

mae —
15

15
0.0604

To com pute rtns vve simplv take the square roo t o f  0 .0123 .T he com putation  gives 
an rms o f  0.1107.

Finally, if  your interests in  num eric m odel testing lie beyond our discussion here, 
formulas and examples for com puting  tcst set confidcnce intervals as well as com par- 
ing  supervised learner m odels having num eric o u tp u t can be found in  A ppendix D.

7.8 C h a p te r  S u m m a ry

A m odels perform ance is influenced by several com ponents, including train ing data, 
inpu t attributes, learner technique, and learner param eter settings to nam e ju s t a few. 
Each com ponen t that in som e vvay dictates m odel perform ance is a candidate for 
evaluation.
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Table 7.3 • Absolute and Squared Error (Output Attribute =  Life Insurance Promotion)

tance Actual Computed Absolute Squared
mber Output Output Error Error

1 0.0 0.024 0.024 0.0005

2 1.0 0.998 0.002 0.0000

3 0.0 0.023 0.023 0.0005

4 1.0 0.986 0.014 0.0002

5 1.0 0.999 0.001 0.0000

6 0.0 0.050 0.050 0.0025

7 1.0 0.999 0.001 0.0000

8 0.0 0.262 0.262 0.0686

9 0.0 0.060 0.060 0.0036

10 1.0 0.997 0.003 0.0000

11 1.0 0.999 0.001 0.0000

12 1.0 0.776 0.224 0.0502

13 1.0 0.999 0.001 0.0000

14 0.0 0.023 0.023 0.0005

15 1.0 0.999 0.001 0.0000

Supervised m odel perform ance is m ost often evaluated vvith sorne m easure o f  test 
set error. For models having categorical ou tput, the tneasure is test set error rate com - 
puted  as the ratio o f  test set errors to total test set instances. For models w hose ou tpu t 
is num eric, the error measure is usually the rnean squared error, the root m ean squared 
error, o r  the mean absolute error.

A lthough most data is not norinally distributed, the distribution o f  sample means 
taken from a set o f  independent samples o f  the same size is distributed поппаПу. We 
can take advantage o f  this fact by treating test set error rate as a sample m ean and ap- 
plying the properties o f  norrnal distributions to com pute error rate confidence inter- 
vals. We can also apply classical hypothesis testing to  com pare test set error rate values 
for tvvo or m ore supervised learner m odels.These statistical techniques offer us a rneans 
to associate measures o f  confidence vvith the ou tpu t o f  ou r data m ining sessions.

I f  tvvo candidate nunreric input attributes are related, onlv onc o f  the attributes 
should be selected for data m ining. Tvvo num eric attributes may be related in a linear 
o r curvilinear fashion or may no t shovv a relationship. W c can measure the degree o f
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linear relationship bervveen two attributes by com puting  a correlation coefficient. We 
can determ ine i f  tw o num eric attributes show a curvilinear or a linear relationship by 
exam ining the ir associated scatterplot diagram.

U nsupervised clustering techniques often support their ow n internal evaluation 
criteria. As m any unsupervised techniques offer m inim al explanation about the nature 
o f  the form ed clusters, the evaluation o f  an unsupervised clustering should include an 
explanation abou t w hat has been discovered. Supervised learning can help explain and 
evaluate the results o f  an unsupervised clustering. A nother effective evaluative proce- 
dure is to  perfo rm  a betw een-cluster, attribute-value com parison to determ ine if  the 
instances contained  w ith in  the alternative clusters differ significantly.

7.9 Кеу Terms

B ootstrapping. Allowing instances to  appear m ore than once in a training set. 

Classifier error rate. T h e  nu m b er o f  test set errors divided by the num ber o f  test 
set instances.

Control group. In an experim ent, the group no t receiving the treatm ent being m ea- 
sured. T h e  contro l g roup  is used as a ben ch m ark  for m easuring  change in the 
group receiving the experim ental treatm ent.

C orrelation coefficien t. A correlation coefficient measures the degree o f lin e a ra s -  
sociation betw een  tw o num eric attributes. C o rre la tion  coefficients may take on 
values benveen  —1 and 1 inclusive. A positive correlation means two attributes 
increase o r decrease in unison. Two attributes show  a negative correlation if  as 
one attribu te increases, the o ther decreases.

Cross validation . P artition ing  a dataset in to  n fixed-size units. и -  1 units are used 
for training and the nth unit is used as a test set.This process is repeated until each 
o f  the fixed-size units has been  used as test data. M odel test set correctness is 
com puted  as the average ассигасу realized from  the n training-testing trials. 

Curvilinear relationship. Two num eric  variables that show  a curved line (as com - 
pared to  a linear) relationship to  one another.

Experim ental group. In  a controlled experim ent, the group receiving the treatm ent 
vvhose effect is being measured.

M ean. T h e  average o f  a set o f  num erical values.

M ean absolute error. G iven a set o f  instances each w ith  a specified num eric  o u t-  
put, the m ean absolute error is the average o f  the sum o f  absolute differences be- 
tw een the classifier predicted o u tp u t for each instance and the actual output. 

Mean squared error. G iven a set o f  instances each w ith  a specified num eric ou tpu t, 
the m ean squared e rro r is the average o f  the sum  o f  squared differences benveen 
the classifier predicted ou tpu t and actual ou tput.
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N orm al d istribution . A distribu tion  o f  data is considered norm al if  a frequency 
graph o f  the data shovvs a bell-shaped or sym m etrical characteristic.

N ull hypothesis. T h e hypothesis o f  no significant difference.

R oot m ean squared error. T h e square root o f  the m ean squared error.

Sam ple data. Individual data items dravvn from  a population  o f  instances.

Scatterplot diagram . A tvvo-dimensional graph plo tting  the relationship betvveen 
tvvo num eric attributes.

Standard deviation. The square root o f  the variance.

Standard error. A m easure o f  dispersion com puted  by d ividing a sample variance 
by the total num ber o f  sample instances and taking the square roo t o f  the result.

Stratification. Selecting data in a way so as to  ensure that each class is properly rep-
resented in bo th  the training and test set data.

Туре 1 error. R ejecting  a null hvpothesis vvhen it is true.

Туре 2 error. Accepting a null hypothesis vvhen it is false.

Validation data. A set o f  data that is applied to  optim ize param eter settings for a su- 
pervised m odel o r to help choose from one o f  several models built w ith  the same 
training data.

Variance. T he average squared deviation from the mean.

7.10 Exercises

Revievv Questions

1. Differentiate between the follovving terms:

a. Validation data and test set data

b. Positive correlation and negative correlation

c. C ontrol group and experim ental group

d. M ean squared error and m ean absolute error

e. Cross validation and bootstrapping

2. For each o f  the follovving scenarios, state the type I and type II error. Also, de- 
cide w hether a model that com m its fevver type I o r tvpe II errors w ould be a 
best choice.Justify each ansvver.

a. A m odel for predicting if  it wiU snovv.

b. A m odel for selecting custom ers Ukely to purchase a television.

c. A m odel to  decide likely telem arketing candidates.

d. A m odel to  predict w hether a person should have back surgery.
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3. Section 7.5 describes a ineasure o f  categorical attribute significance com puted 
by m ultiplving an attribute-value predictiveness and predictability score. W hat 
are the advantages and disadvantages o f  this measure o f  categorical attribute 
significance?

4. W hen  a population is normallv distributed, we can be m ore than 95% confident 
that апу value chosen from the population will be vvithin two standard devia- 
tions o f  the population m ean .W hat is the confidence level that апу value vvill 
fall w ithin three standard deviations on eithcr side o f  the population mean?

Data Mining Questions

1. O p en  Excel and load the Sonar.xls data file. Сору the data to  a new  Excel 
spreadsheet. Set the class attribu te as an ou tpu t attribute and flag anributes out- 
p u tl  th rough  output4 as unused. Perform  a supervised m ining session w ith  
ESX. Set the real-valued tolerance at 0.75. Use the first 150 instances for training 
and the rem aining 150 instances for testing. R ecord  the test set error rate. 
R ep ea t the experim ent bu t this tim e use 0.50 as the tolerance score. Use 
E quation  7.5 to  determ ine if  the test set e rro r rate difference betw een the tvvo 

m odels is significant.

2. O p en  Excel and load the CreditScreening.xls data file. Perform  a supervised 
m in ing  session w ith  ESX  using class as the ou tpu t attribute. Use all data in- 
stances for training. Apply the hvpothesis test for num erical attribute signifi- 
cance described in  the second part o f  Section 7.5 to  com pute attribute 
significance scores for the tvvo num eric attributes having the highest attribute 
significance score as determ ined  by ESX. Does either v'alue o t P  indicate that 
one o r bo th  attributes are significant predictors o f  class m em bership?

la b  3. Load the C ardiologyN um erical.xls data file into a new  Excel spreadsheet. Use 
the C O R R E L  function to  determ ine the linear correlation  betvveen the at- 
tributes #colored vessels and tlial. C reate a scatterplot diagram  to  graphically de- 
pict the relationship betvveen the tw o attributes. Assuming bo th  attributes are 
significant in predicting class outcom e, does the correlation value or the scat- 
te rp lo t diagram  support eliminatdng one o f  the attributesr

4. O p en  Excel and load the D eerH unter.x ls data file. Perform  tvvo supervised 
nu n ing  sessions w ith ESX as follovvs:

a. U se the first 3000 instances for train ing  and the rem ain ing  instances for 
testing. Say yes to the  qu ick  m ine  op tion . R e c o rd  the confusion  ina trix  
and the test set error rate confidence interval.

la b  Denotes exercise appropriate for a laboratorv setting.
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b. R epeat part a, but this tim e say no to the quick m ine option.

c. Com pare the tvvo test set ассигасу values. W hat can уои conclude?

tAB 5. We can apply supervised learning to locate redundancies betvveen pairs o f  cat- 
egorical o r pairs o f  num eric attributes. We can also apply supervised learning 
to find rcdundancies betvveen one categorical and one num eric attribute. Тгу 
the follovving experim ent.

a. Load the C ardiologyC ategorical.xls file m to  a nevv Excel spreadsheet. 
R enam e the spreadsheet so as to preserve the original file.

b. Specify tlial as an o u tp u t a ttribu te  and #colored vessels for inpu t. Flag all 
o ther attributes, including the class attribute, as unuseđ.

c. Use ESX together vvith the first 200 data instances to  create a supervised 
learner m odel.W hcn  learning is com plete and thc test data has been clas- 
sified, check the R E S  М Т Х  sheet.W hat is the test set ассигасу? W hat can 
уои conclude?

d. R epeat the experim ent w ith  maximum heart rate as the sole inpu t attribute 
and cliesi pain type as the ou tpu t attribute. W hat can уои conclude?

e. O utline a general procedure for applying supervised learning to locate re- 
dundan t attributes. Explain the ađvantagcs and disadvantages o f  уоиг 
approach.
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Neural Netvvorks

Ch a p te r O b jectives

► Understand hovv feed-forvvard netvvorks are used to solve 
estim ation problems.

► Knovv how  input and output data conversions are perform ed 
for neural netvvorks.

► Understand how  feed-forvvard neural networks learn through 
backpropagation.

► Know how  genetic learning is applied to  tra in feed-forward 
neural networks.

► Knovv how  self-organizing neural networks perform  
unsupervised clustering.

► List the strengths and weaknesses o f neural networks.

2 4 5
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N eural nenvorks continue to  grow  in popularity  w ith in  the business, scientific, and 
academic w orlds.T his is because neural nenvorks have a proven track record in  pre- 
dicting num eric o r continuous outcom es. An excellent overview  o f neural netw ork 
applications is given in W idrow, R um elhart, and Lehr (1994).

A lthough several neural netw ork architectures exist, we lim it ou r discussion to 
tw o o f  the m ore popular structures. For supervised classification, we ехапппе feed- 
forward neural networks trained w ith  backpropagation or genetic learning. For unsu- 
pervised clustering, we discuss K ohonen  self-organizing maps.

Section 8.1 introduces you to  som e o f  the basic concepts and term inology for 
neural netw orks. Neural netvvorks require num eric input values ranging betw een 0 
and 1 inclusive. As this can be a p roblem  for some applications, vve discuss neural ne t- 
vvork inpu t and o u tp u t issues in detail. In  Section 8.2 vve offer a conccptual overview  
o f  how  supervised and unsupervised neural netw orks are trained. N eural netvvorks 
have been criticized for the ir inabilitv' to  explain thc ir ou tpu t. Section 8.3 looks at 
som e o f  the techniques that have been  developed for neural netvvork explanation. 
Section 8.4 offers a hst o f  general strengths and vveaknesses found  w ith  all neural net- 
works. Section 8.5 presents detailed examples o f  hovv backpropagation and self-orga- 
nizing neural netvvorks are trained. I f  your interests do n o t he in a precise 
understanding o f  how  neural netw orks learn, you may w ant to  skip Section 8.5.

.8.1 Feed-Forvvard Neural Netvvorks

Neural networks offer a m athem atical m odel that attenrpts to  mim ic the hunran 
brain. Knovvledge is often represented as a layered set o f  in terconnected  processors. 
These processor nodes are frequently referred to  as neurodes so as to indicate a rela- 
tionship vvith the neurons o f  the brain. Each node has a vveighted connection  to sev- 
eral o ther nodes in adjacent lavers. Individual nodes take the input received fronr 
connected  nodes and use the vveights together vvith a sinrple function  to  conrpute 
ou tpu t values.

N eural netvvork learning can be supervised o r unsupervised. Learning is accom - 
plishcd by m odifving netvvork connection  vveights vvhile a set o f  input instances is ге- 
peatedly passed through the netvvork. O nce trained, an unknovvn instance passing 
th rough the netw ork  is classified according to  the value(s) seen at the ou tpu t layer.

Figure 8.1 shows a fully connected  feed-forw ard neural netvvork structure to - 
gether w ith  a single input instance [1.0,0.4,0.7]. Arrovvs indicate the direction o f  flovv 
for each new  instance as it passes th rough  the netvvork. T h e  netvvork is fully con- 
nected because nodes at one layer are connected  to  all nodes in  the nex t layer.

T h e  num ber o f  input attributes found  vvithin individual instances determ ines the 
num ber o f  inpu t laver nodes.T he user specifies the num ber o f  h idden layers as vvell as 
the num ber o f  nodes vvithin a specific h idden layer. D ete rm in ing  a best choice for
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Figure 8.1 • A fully connected feed-forward neural network

Input Layer Hidden Layer Output Layer

these values is a m atter o f  experim entation. In practice, the total num ber o f  h idden 
layers is usually restricted to tvvo. D epending on  the application, thc ou tpu t layer o f  
the neural netvvork may contain one or several nodes.

Neural Netvvork Input Format

T he input to  individual neural netvvork nodes must be num eric and fall in  the closed 
interval range [0,1]. Because o f  this, vve need a way to num erically represent categori- 
cal data. We also require a conv'ersion m ethod for num erical data falling outside the 

[0,1] range.
T here are several choices for categorical data conversion.A  straightforvvard tech- 

nique divides the interval range into equal-size units. To illustrate, consider the at- 
tribute color vvith possible values o f  red, green, blue, and yellow. U sing this m ethod, vve 
m ight make the assignments: red =  0.00, green =  0.33, blue = 0.67, and yellow = 
1.00. A lthough this technique can be used, it has an obvious p itfall.The m odification 
incorporates a measure ofd istance n o t seen p rio r to the conversion.This is shown in 
our exanrple in that the distance betvveen red and green is less than the distance be- 
tvveen rcd and yellovv. Therefore it appears as though the color red is m ore similar to 

green than it is to  yellow.
A second technique for categorical to num erical conversion requires the use o f  

additional inpu t nodes. O nce again, consider the attribute color vvith the four values as- 
signed as in  the previous example. Ву adđing an additional input node for color, we can 
represent the four colors as follows: red =  [0,0], green = [0,1], blue =  [1 ,0], arid yellovv
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=  [1 ,1]. U sing the tw o-inpu t-node  scheme, we ehm inate the bias seen w ith  the previ- 
ous technique.

N ow  le t’s consider the conversion o f  num erical data to  the required mterval 
range. Suppose we have the values 100, 200, 300, and 400. A n obvious conversion 
m ethod  is to divide all a ttribu te values by the largest attribute value. For ou r example, 
dividing each num ber by 400 gives the converted values: 0.25, 0.5, 0.75, and 1.0.The 
problem  w ith  this m ethod  is that we cannot take advantage o f  the entire interval 
range unless we have at least som e values close to  zero. A slight m odification o f  this 
technique offers the desired result, as show n in Eq. 8.1.

originalValue — mimmumValue
neu’Value = —  -------------------------------------- (8.1)

maximum Value — minimum Value
where

neu’Value is the com puted value falling in the [0,1] interval range 

originalValue is the value to be converted 

minimum Value is the smallest possible value for the attribute 

maximum Value is the largest possible attribute value

Applying the form ula to  the values above gives us 0 .0 ,0 .3 3 ,0 .6 6 , and 1.0.

A special case exists vvhen m axim um  values cannot be determ ined. O ne possible 
solution is to use an arbitrarily large value as a divisor. O nce again, dividing by an arbi- 
trary num ber leaves us vvith the possibihty o f  not covering the entire interval range. 
Finallv, highly skevved data may cause less than optim al results unless variations o f  these 
techniques are apphed. A  com m on approach vvith skevved data is to take the base 2 or 
base 10 logarithm  o f  each value before applying one o f  the previous transformations.

Neural Network Output Format

T h e  ou tpu t nodes o fa  neural netw ork represent continuous values in the [0,1] range. 
However, the o u tp u t can be transform ed to  acconunodate categorical class values. To 
illustrate, suppose w e w ish to  train a neural netw ork to  recognize new  credit card cus- 
tom ers likely to  take advantage o f  a special prom otion . We design ou r nervvork archi- 
tecture vvith tw o o u tp u t layer nodes, node 1 and node 2. D u rin g  training, w e indicate 
a correct o u tpu t for custom ers that have taken advantage o f  previous prom otions as / 
for the first o u tp u t node and 0 for the second ou tpu t node. A  correct ou tpu t for cus- 
tom ers that traditionally do no t take advantage o f  prom otions is designated by a node 
1 , node 2 com bination  o f  0  and /, respectively. O n ce  trained, the neural netvvork vvill 
recognize a node 1, node 2 ou tpu t com bination  o f  0 .9 ,0 .2  as a nevv custom er likely to 
take advantage o f  a p rom otion.
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This m ethod has certain disadvantages in  that node ou tpu t com binations such as
0 .2 ,0 .3  have no clear classification.Various approaches have been proposed for this sit- 
uation. O ne m ethod suggests the association o f  certainty factors with node ou tput val- 
ues. A popular m ethod uses a special test đataset to help w ith difficult to interpret 
ou tpu t values.This m ethod also allovvs us to  build a neural netvvork vvith a single ou t- 
p u t 1ауег node even vvhen the ou tput is categorical. An example illustrates the m ethod.

Suppose we decide on a single output node for the credit card customer example 
just discussed.We designate / as an ideal output for customers likely to take advantage o f  
a special promotion and a 0 for customers likelv to pass on the offer. O nce we have 
trained the netvvork vve can be confidcnt about classifving an output value o f  0.8 as a cus- 
tom er likely to take advantage o f  the prom otion. However, vvhat do vve do w hen the 
output value is 0.45? T he special test dataset helps vvith our dileimna. P rior to applving 
the netvvork to unknovvn instances, vve present the test set to the trained network and 
record the output values for each test instance. We then apply the netvvork to the un- 
knovvn mstances. W hcn unknovvn instance л: shows an uncertain output value v, vve clas- 
sify х  vvith the category shovvn by the m ajority o f  test set instances clustering at or near v.

Finally, vvhen we wish to use the com puted ou tput o f  a neural netw ork for pre- 
d iction, we have ano ther problem. Let s assume a netvv'ork has bcen trained to help us 
predict the future p rice o f  our favorite stock. As the ou tpu t o f  the netvvork gives a re- 
sult betw een 0 and 1 , we need a m ethod to convert the ou tpu t in to  an actual future 
stock price.

Suppose the actual ou tput value is 0.35. To determ ine the future stock price, we 
need to  undo the original [0,1] interval conversion.The process is simple.W e m ultiply 
the training data range o f  the stock price by 0.35 and add the lowest price o f  the stock 
to this result. If  the training data price range is S 10.00 to  S 100.00, the com putation  is:

(90.00)(0.35) +  S10.00

This gives a predicted future stock price o f  S41.50. АП connnercial and some 
public dom ain neural netvvork packages perform  these num eric conversions to and 
ffom the [0,1] interval range.This still leaves us vvith the responsibihtv o f  m aking sure 
all initial input is num eric.

The Sigmoid Function

T he purpose o f  each node vvithin a feed-forvvard neural netvvork is to accept input 
values and pass an o u tpu t value to the next higher netvvork laver.The nodes o f  the in- 
pu t layer pass input attribute values to the h idden layer unchanged. Therefore for the 
inpu t instance shovvn in Figure 8.1, the ou tpu t o f  node 1 is 1.0, the ou tput o f  node 2 
is 0.4, and the ou tpu t o f  node 3 is 0.7.
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Table 8.1 • Initial Weight Values for the Neural Netvvork Shovvn in Figure 8.1

Wj w t  w % Wz Wy  1 wJk w lk

0.20 0.10 0.30 -0.10 -0.10 0.20 0.10 0.50

A hiddcn  or ou tput layer node n takes input from  the coim ected nodes of the pre- 
vious layer, com bines the previous laver node values into a single value, and uses the 
new  value as inpu t to an evaluation function .T he ou tpu t o f  the evaluation function is a 
num ber in the closed interval [0 ,lJ .T his value represents the ou tpu t o f  node n.

Let's look  at an example.Table 8.1 shows sample w eight values for the neural net- 
w ork o f  Figure 8.1. C onsider node j.T o  com pute the input to  node j ,  we determ inc 
the sum total o f  the m ultiplication o f  each input w eight by its corresponding input 
laver node value.That is:

Inpu t to  node j  = (0.2)(1.0) +  (0.3)(0.4) +  (—0 .1)(0.7) =  0.25 

Therefore 0.25 represents the inpu t value for node j ’s evaluation function.

T h e  first criterion  o f  an evaluation function is that the function must ou tpu t val- 
ues in the [0,1] interval range. A second criterion  is that the function should ou tpu t a 
value close to  1 w hen sufficiently excited. In this way, the function propagates activity 
wuthin the netw ork .T he s ig m o id  f u n c tio n  m eets bo th  criteria and is often used for 
node evaluation .The sigm oid function  is com puted  as:

/ ( * ) =  r ~ T  (8-2)1 +  e
where

e lsthe basc o f  natural logarithms approximatcd by 2.718282.

Figure 8.2 shows the graph o f  the sigmoid function. N otice values o f  х  less than 
zero provide little ou tpu t activation. For ou r exam ple, Д0.25) evaluates to  0.5^2, 
w hich  represents the o u tp u t o f  node j .  rQ.

8.2 N eural Netvvork Training: A  C o n c e p tu a l V ie w

In this section we discuss two m ethods for train ing feed-forward netw orks and one 
technique for unsupervised neural net clustering. O u r  discussion is hm ited in  that we 
do no t detail how  the algorithm s work. For m ost readers, the discussion here is
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Figure 8.2 • The sigmoid function

enough to satisfy basic curiosities about neural netw ork learning. However, for the 
m ore technically inclined individual, Section 8.5 offers specific details about how  
neural networks learn.

Supervised Learning with Feed-Forward Networks

Supervised learning involves bo th  training and testing. D uring  the train ing phase, 
train ing instances are repeatedlv passed th rough  thc netw ork  w'hile individual 
w eight values are m odified. T h e  purpose o f  changing the connection  w eights is to 
m inim ize training set error rate. N etw ork  training continues un til a specific te rm i- 
nating  condition  is satisfied. T h e  term inating  condition  can be convergence o f  thc 
netw ork  to  a m in im um  total erro r value, a specific tim e criterion , o r a m axim um  
num ber o f  iterations.

Training a Neural Network: Backpropagation Learning

B a c k p ro p a g a tio n  le a rn in g  is most often used to train feed-forward nersvorks. For 
each trainm g instance, backpropagation vvorks by first feeding the instance through 
the netvvork and com puting the netvvork ou tpu t value. Recall that one ou tpu t value is 
com puted  for each ou tpu t layer node.To illustrate backpropagation learning, we use 
Figure 8.1 together vvith the input instance shovvn in the figure.
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We previously determ ined  that the com puted  ou tpu t for the instance in  Figure
8.1 is 0.582. N ow  suppose that the target ou tpu t associated w ith  the instance is 0.65. 
O bviously the absolute e rro r betw een the com puted  and target value is 0.068. 
However, a problem  is seen w hen we atternpt to determ ine w hy the error occurred. 
T hat is, we do n o t know  w hich o f  the netw ork connection  w eights is to blam e for the 
error. It is possible that changing ju st one o f  the weights will provide us w ith  a better 
result the next tim e the instance passes through the netw ork. It is m ore likelv that the 
problem  lies w ith  some com bination  o f  rvvo or m ore w eight values. Still ano ther pos- 
sibility is that the error is to  som e degree the fault o f  every netw ork connection  asso- 
ciated w ith the ou tpu t node.

T he backpropagation learning algorithm  assumes this last possibility. For our ех- 
ample, the ou tpu t error at node k is propagated back through the netvvork, and all 
eigh t o f  the associateđ netvvork weights change value. T he am ount o f  change seen 
w ith  each connection  vveight is conrputed  vvith a form ula that makes use o f  the ou t- 
p u t erro r at node k, individual node o u tpu t values, and the deriv'ative o f  the sigmoid 
fu n cd o n .T h e  form ula has a way o f  sm oothing the actual error value so as n o t to  cause 
an overcorrection for апу one training instance.

G ivcn enough iterarions the backpropagarion learning technique is guaranteed to 
converge. Hovvever, there is no guarantee that th e  convergence vvill be optimal. 
T herefore several applications o f  the algorithm  m ay be necessary to  achieve an ac- 
ceptable result.

Training a Neurai Netvvork: Genetic Learning

G enetic learning is also a choice for training feed-forvvard neural nets.T he general idea 
is straightforvvard.We first random ly iniriahze a population o f  elements vvhere each el- 
em ent represents one possible set o f  netvvork connecrion vveights. Table 8.2 displays a 
set o f  plausible popularion elements for the netvvork architecture seen in Figure 8.1. 
O nce the elem ent popularion is initialized, the neural netw ork architecture is popu- 
lated vvith the vveights o f  the first e lem ent.T he training data is passed through the cre- 
ated netvvork once and the o u tpu t error for each training instance is recorded. After all 
training instances hav'e passed through the netvvork, an average squared o r absolute er- 
ro r is com puted. T he com puted  error is the fitness score for the popularion element. 
This process repeats for each elem ent o f  the population.

As soon as the entire elenrent population has been  used to  build and train a net- 
w ork structure, som e com bination  o f  crossover, m utarion, and selection is applied and 
the process repeats. Netvv'ork convergence is seen vvhen at least one elem ent o f  the 
population  builds a netvvork that achieves an acceptable fitness score. W hen  training is 
com plete, the netvvork is given the weights associated vvith the elem ent having a best 
fitness score. As w ith backpropagation learning, this technique is guaranteed to  con- 
verge. Hovvever, there is no  guarantee that the convergence vvill be optim al. O nce
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Table 8.2 • A Population of VVeight Elements for the Netvvork in Figure 8.1

Population
Element w , w „ w V W2, w v wuw3 / WA W*

1 0.20 0.10 0.30 -0.10 -0.10 0.20 0.10 0.50

2 0.14 0.38 0.19 0.25 -0.17 0.27 0.11 0.54

3 0.20 0.10 0.38 -0.16 -0.16 0.24 0.12 0.53

4 0.23 0.10 0.39 -0.18 -0.17 0.26 0.15 0.54

again, several apphcarions o f  the genetic learning algorithm  offers a best chance o f  
achieving an acceptable result.

Unsupervised Clustering vvith Self-Organizing Maps

Teuvo K ohonen (1982) first formalized neural netvvork unsupervised clustering in the 
earlv 1980s vvhen he introduced Kohonen feature maps. His original vvork focused on 
m apping images and sounds. Hovvever, the technique has been effectivelv used for unsu- 
pervised clustering. K ohonen netvvorks are also knovvn as self-organizing nraps (SOMs).

K o h o n e n  netvvorks support tvvo layers. T h e  input laver contains one nodc for 
each input attribute. N odes o f  the input layer have a vveighted connection  to  all nodes 
in the ou tpu t layer.The ou tput lavcr can take апу form  bu t is com m onlv organized as 
a tvvo-đimensional grid. Figure 8.3 shovvs a simple K ohonen netvvork vvith tvvo input 
layer and nine ou tpu t layer nodes.

D uring  netvvork learning, input instances are presented to  each ou tpu t layer 
node. W hen  an instance is presented to the netvvork, the ou tpu t node vvhose vveight 
connections most closelv rnatch the input instance wins the instance.T he node is re- 
warded by having its weights changed to  m ore closelv m atch the instance. A t first, 
neighbors to  the vvinning node are also revvarded by having their vveight connections 
m odified to  rnore closelv m atch the attribute values of the current instance. Hovvever, 
after the instances have passed through the netvvork several times, the size o f  the 
neighborhood đecreases until finallv.onlv the vvinning node gets revvarded.

Each tim e the instances pass through the netvvork, the ou tput layer nodes keep 
track o f  the num ber o f  instances they vvin. T h e  ou tpu t nodes vvinning the most in- 
stances during the last pass o f  the data through the netvvork are saved.The num ber o f  
o u tpu t laver nodes saved corresponds to the nunrber o f  clusters believed to be in the 
data. Finallv, those training instances classified vvith deleted nodes are once again pre- 
sented to  the netvvork and classified vvith one o f  the saved nodes.The nodes, together



254 Chapter 8 •  Neural Netvvorks

Figure 8.3 • A 3 х 3 Kohonen netvvork vvith tvvo input layer nodes

w ith  the ir associated train ing set instances, characterize the clusters in the dataset. 
Alternatively, test data m ay be applied, and the clusters fortned by these data are then 
analvzed to help determ ine the m eaning o f  w hat has been found.

8.3 N eural Netvvork Explanation

A m ajor disadvantage seen w ith  the neural netvvork architecture is a lack o f  under- 
stanđing about w hat has been  learned. O ne possibility for neural netw ork  explanadon 
is to  transform  a netw ork  architecture into a set o f  rules. A lgorithm s designed to ех- 
tract rules from  a neural netw ork  typically involve rem oving w eighted links that m in- 
imallv affect classification correctness. U nfortunately, rule extraction m ethods have 
m e t w ith  lim ited success.

S e n s itiv ity  ana ly sis  is a technique that has been  successfully applied to  gain in- 
sight in to  the effect individual attributes have o n  neural netvvork ou tpu t. T here are 
several variations to the approach .T he general process consists o f  the follovv'ing steps:
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1. Divide the data into a training set and a test dataset.

2. Train the netvvork w ith  the training data.

3. Use the test set data to create a nevv instance /. Each attribute value for /  is the
average o f  all attribute values w ithin the test data.

4. For each attribute:

a. Vary the attribute value vvithin instance I and present the m odificadon o f  
/  to the netvvork for classification.

b. D eterm ine the effect the variadons have on the ou tpu t o f  the neural net- 
vvork.

c. T he relarive intportance o f  each attribute is m easured by the effect o f  at- 
tribute variations on netvvork output.

A sensirivity analysis allows us to determ ine a rank ordering for the relarive im - 
portance o f  individual attributes. Flovvever, the approach does not offer an explicit set 
o f  rules to help us understand m ore about w hat has been learned.

O n e m ethod that has nterit as a generalized explanarion tool for unsupervised 
clustering is the av erag e  m e m b e r  te c h n iq u e . W ith this rnethod, the average or most 
tvpical m em ber o f  each class is com puted by finding the average value for each class at- 
tribute. A more informative alternative is to applv the m ethod described in  C hapter 2 
w here supervised learning is emploved to in terpret the results o f  an unsupervised clus- 
tering. Here is the procedure as it applies to unsupervised neural netvvork learning:

1. Perform  апу data transformarions necessarv to prepare the data for the unsu- 
pervised clustering.

2. Present the data to the unsupervised netvvork niodel.

3. Call each cluster created by the neural netw ork a class and assign each cluster 
an arbitrary class name.

4. Use the nevvly form ed classes as training instances for a supervised classifica- 
tion  tnodel containing a rule generator.

5. Exam ine the generated rules to determ ine the nature o f  the concept classes 
form ed by the clustering algorithm.

This ntethod holds an advantage over the average m em ber technique in that vve are 
offered a generalization about differences as vvell as similariries o f  the form ed clusters. In 
addition, rules can be generated to describe each cluster in detail. In Chapter 9 vve use 
the iDA neural netvvork softvvare to apply this technique to the deer hunter dataset.
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G eneral C o nsiderations
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T h e process o f  building a neural netw ork  is bo th  an art and a science. A reasonable ap- 
proach is to  conduct several experim ents vvhile varying attribu te selections and learn- 
ing  param eters.T he follovving is a partial list o f  choices that affect the perform ance o f  
a neural netvvork rnodel:

•  W hat input attributes vvill be used to  build the nctvvork?

•  Hovv w ill the netw ork ou tpu t be represented?

•  H ow  m anv h idden layers should the netvvork contain?

•  H ow  m any nodes should there be in  each hidden layer?

•  W hat conđ ition  will term inate netw ork  training?

T here are no  righ t answers to  these questions. However, w e can use the experi- 
m ental process to  help us achieve desired results. In C hapter 9 you vvill learn hovv to 
better ansvver these questions by experim enting  w ith  your iDA neural netw ork soft- 
ware. H ere vve provide a list o f  strengths and vveaknesses t'or the neural netvvork ap- 
proach to  know ledge discoverv.

Strengths

•  Neural netvvorks w ork well vvith datasets containing large am ounts o f  noisv input 
data. N eural netvvork evaluation functions such as the sigm oid function naturallv 
sm ooth inpu t data variations caused by outhers and random  error.

•  N eural nctw orks can process and predict num eric as well as categorical outcom e.
Howev-er, categorical data conversions can be trickv.

•  N eural netvvorks can be used for applications that require a titne elem ent to  be 
included in  the data (see C hap ter 11).

•  N eural netvvorks have perforrned consistendy well in several domains.

•  N eural netw orks can be used for bo th  supervised learning and unsupervised clus-
tering.

Weaknesses

•  Probably the biggest criticism o f  neural netvvorks is that thev lack the ability to 
explain the ir behavior.

8.5 • Neural Netvvork Training: A Detailed 1fievv 257

•  N eural netvvork learning algorithm s are no t guaranteed to converge to  an op ti- 
mal solution. W ith  most tvpes o f  neural netvvorks, this problem  can be dealt vvith 
by m anipulating various learning parameters.

•  N eural netvvorks can easily be overtrained to the po in t o f  w orking vvell on the 
training data bu t poorlv on test ckta. This problem  can be m onito red  by consis- 
tently measuring test set perform ance.

8.5 N eural N e tw o rk  Training: A  D etailed V ie w

H ere vve provide detailed examples o f  hovv tvvo popular ncural netvvork architectures 
modifv' their vveighted connections during  training. In the first section vve provide a 
partial example o f  backpropagation learning and state a general form  o f  the back- 
propagation learning algorithm . ln  the sccond scction vve shovv you hovv K ohonen 
self-organizing maps are used for unsupervised clustering.

The Backpropagation Algorithm: An Example

Backpropagation is the training m ethod  tnost often used vvith feed-forvvard netvvorks. 
Backpropagation vvorks by m aking modifications in vveight values starting at thc ou t- 
pu t layer and then moving backvvard through the h idden lavers. T he process is best 
understood vvith an example. We vvill follovv one pass o f  the backpropagation algo- 
rithm  using the neural netvvork o f  Figure 8.1, the input instance shown in the figure, 
and the initial vveight values from  Table 8.1.

Let’s assuine thc target ou tput for the specified input instance is 0.65. T he first 
step is to feed the instance through the netvvork and determ ine the com puted outpu t 
for node k. We applv the siginoid function to  com pute all ou tpu t values, as shovvn in 
the following calculations.

Input to n o d e j =  (0.2)(1.0) + (0.3)(0.4) +  (-0.1)(0.7) =  0.250 
O u tp u t from node j  =  0.562 

Input to node i =  (0.1)(1.0) + (-0.1)(0.4) +  (0.2)(0.7) =  0.200 
O u tp u t froni node i =  0.550 

Input to node k =  (0.1)(0.562) +  (0.5)(0.550) =  0.331 
O u tp u t from node k =  0.582

N ext vve com pute the observed error at the o u tpu t layer o f  the netvvork. The 
ou tpu t layer error is cornputed as:
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Е г г о г (к ) = ( Т - О Ј / '( х ,) ]  (8.3)

where

T  = The target output

O t = The com putcd output at node k

(T  — O t ) =  Thc actual output error

/ ' ( a- J  = The first-order derivative o fth e  sigmoid function

x t = the input to the sigmoid function at node k

E quation 8.3 shows that the actual ou tpu t erro r is m ultiplied by the first-order 
derivative o f  the sigm oid function .T he  multipHcation scales the ou tpu t error, forcing 
stronger corrections at the po in t o f  rapid rise in  the  sigm oid cu rve .T he derivative o f  
the sigm oid function at х к conveniently com putes to  O k (1 -  O fc).Therefore:

Error(k) = (T  — O k)Ok(l — O J  - (8.4)

For ou r example, Errorfk) is com puted  as:

Error(k) = (0.65 -  0.582)(0.582)(1 -  0.582) =  0.017

C om pu ting  the o u tp u t errors for h idden layer nodes is a b it m ore intuitive. T he 
general form ula for the e rro r at node j  is:

Error(j) =  ( l  E rro r(k )W ^f'(x  ) (8.5)

where

Error(k) = The com puted output error at node k

W  _ = The vvcight associated with the link bervveen node j  and output node k; 

f ' ( x  )=  The first-order derivative o f the sigmoid function.

х  = The input to thc sigmoid function at node j.A s in Eq. 8.3, f ' ( x  ) evaluates to 

0,(1 - O , )

N o tice  that the com puted  error is sunnned across all ou tpu t nodes. For our example, 
w e have a single ou tpu t node.T herefore:

E rro rfj) = (0.017)(0.1)(0.562)(1 -  0.562) =  0.00042

We leave the com putation  o f  Error(i) as an exercise.
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T h e final step in  the backpropagation process is to  update the vveights associ- 
ated vvith the individual node connections. W eight adjustm ents are m ade using the 
d e l ta  ru le  developed by W idrow  and Floff (W idrow  and Lehr, 1995).T hc objective 
ot the delta rule is to  m inim ize the sum o f  the squared errors, w here e rro r is defm ed 
as the distance betvveen com puted and actual o u tp u t.W e vvill give the w eight ad- 
ju s tm en t formulas and illustrate the process vvith ou r example. T he form ulas are as 
follows:

u>fnew) = wik (current) + A w t (8.6)

w here Awjk is the valuc added to the current vveight value.
Finally, Awjk is com puted as:

Awik=(r)(Error(k)](Oj) (8.7)

where

r = The learning rate parametcr vvith 1 > r > 0 

Error(k) =  Thc computed error at node k 

O  = The output o f node j

Here are the param eter adjustments for our example vvith r = 0.5.

•  Д wik = (0.5)(0.017)(0.562) =  0.0048
T he updated value for wjk =  0.1 +  0.0048 = 0.1048

•  A w u =  (0.5) (0.00042) (1.0) =  0.0002
T he updated value for w^ =  0.2 +  0.0002 =  0.2002

•  Aw2j = (0.5)(0.00042)(0.4) =  0.000084
The updated value for wlf = 0.3 + 0.000084 =  0.300084

•  Aw3j  =  (0.5) (0.00042) (0.7) =  0.000147
T he updated value for w}/ =  -0 .1  + 0.000147 =  -0 .099853

We leave adjustments tor the hnks associated vvith node i as an exercise. Novv that 
we have seen hovv backpropagation vvorks, vve state the general backpropagation 
learning algorithm.

1. Initialize the netvvork.

a. Create the netvvork topologv by choosing the num ber o f  nodes for the in- 
put, hidden, and ou tpu t layers.

b. Initialize vveights for all n ode  co n n ectio n s to  arbitrarv  values betvveen 

—1.0 and 1 .0.
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c. C h o o se  a value b e tw een  0 and 1.0 fo r  the  lea rn in g  param eter.

d. C h o o se  a te rm in a d n g  cond ition .

2. F or all tra in ing  set instances:

a. Feed the tra in in g  instance th rough  th e  netvvork.

b. D e te rm in e  th e  o u tp u t error.

c. U p d ate  the  n e tw o rk  vveights using th e  previously described  m e th o d .

3. I f  th e  te rm in a d n g  co n d itio n  has n o t b ee n  m et, repeat step 2.

4. Test the  ассигасу o f  th e  n e tw o rk  o n  a test dataset. It the ассигасу is less 
than  optim al, change on e  o r  m ore  param eters o f  the  netvvork topologv  

an d  start over.

T h e  term inating  cond ition  can be given as a total num ber o f  passes (also called 
e p o c h s)  o f  the training data th rough the netvvork. Alternatively, term inarion can de- 
pend on the degree to  w hich  learning has taken place w ith in  the netw ork. A general- 
ized form  o f  the root mean squared error m troduced  in C hap ter 2 is often used as a 
standard measure o f  netvvork learn ing .T he general form ula to  calculate rms is given as 

the square root o f  the follovving value.

Х Х ( т - o j
   (8.8)

ni
where

n = the total num ber o f  training set instances 

i = the total num ber o f  output nodes

T  = the target output for the и'1' instance and the i th output node 

O  = the coinputed output for the н'!' instance and i th output node

As уои can see, the rms is simplv the square roo t o f  the average o f  all instance output 
error values. A com m on criterion  is to term inate backpropagation learning w hen the 
rms is less than O.lO.Variations o f  the just-stated approach exist. O ne com m on variation 
is to keep track o f  training data errors but vvait to  update netvvork w eight connections 
only after all training instances have passed through the netvvork. Regardless o f  the 
methodologv.several iterations o f  the process are often necessary for an acceptable result.

Kohonen Self-Organizing Maps: An Example

То see how  unsupervised clustering is accom plished, we consider the input layer 
nodes and tvvo o f  the o u tp u t layer nodes for the K ohonen feature m ap show n in 

Figure 8 .3 .T h e  situation is displayed in Figure 8.4.
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Figure 8.4 • Connections for two output layer nodes

lnPut *-аУег Output Layer

Recall that w hen an instance is presented to  the netvvork, a score for classifving 
the instance w ith each o f  the ou tpu t laver nodes is com puteđ .T he score for classifying 
a nevv instance vvith ou tpu t node j  is given by:

-  n  )2 (8-9)

w here n. is the attribute value for the current instance at input node i, and w  is the
w eight associated vvith the Th input node and ou tpu t node j.T h a t is, the ou tpu t node 
vvhose weight vectors most closely m atch the attribute values o f  the inpu t instance is 
the vvinning node.

Let’s use the formula to com pute the score for the two output nodes shown in Figure 
8.4 using the input instance [0.4,0.7],The score for inclusion vvith output node i is:

7(0.4 -  0.2)2 + (0.7 -  0.1)2 =  0.632

Likewise, the score for inclusion vvith ou tpu t node j  is com puted as:

7 (0.4- 0 .3 ) 2 + (0 .7 - 0.6)2 = 0.141

As vou can see, node j  is the w inner as its w eight vector values are m ore similar to 
the inpu t values o f  the presented instance. As a result, the vveight vectors associated 
vvith the ou tput node are adjusteđ so as to  revvard the node for vvinning the instance. 
T h e  foUowing form ula is used to  adjust the values o f  the vveight vectors:

w (new) = w (current) + Aw (8.10)

where

Дw = r(n -  w .)

0 < r <= 1
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T he vvinning ou tpu t node has its vveight vectors adjusted in  the direction  o f  the 
values contained vvithin the  nevv instance. For ou r example, vvith х =  0.5 thc vveight 
vectors o f  node j  are adjusted as follovvs:

•  Дwu =  (0.5)(0.4 -  0.3) =  .05

•  Aw2j= (0.5) (0.7 -  0.6) =  .05

•  w^.(new) =  0.3 +  .05 =  0.35

•  w2.(new) =  0.6 +  .05 =  0.65

O utpu t layer nodes vvithin a specified neighborhood o f the vvinning node also have 
their vveights adjusted using the same formula. A  square grid typically defines the neigh- 
borhood.T he center ot"the grid  contains the vvinning node.The size o f  the neighborhood 
as vvell as the learning rate r is specified vvhen training begins. Both parameters are de- 
creased linearly over the span o f  several iterations. Learning terminates after a preset num- 
ber o f  iteradons or after instance classifications do not vary firom one iteration to the next.

To com plete the clustering, the ou tpu t nodes have their connection  w eights fixed 
and  all b u t the n m ost populated  ou tpu t nodes are dcleted. A fter this, the original 
train ing data or a previouslv unseen test dataset is fed through the ou tpu t layer one last 
tim e. Finallv, the clusters form ed by the training or test data are analyzeđ in order to 
determ ine vvhat has been discovered.

8.6 C h a p te r  S u m m a ry

A neural netvvork is a parallel com puting  system o f  several in tcrconnected  processor 
nodes.T he input to individual netvv’ork nodes is restricted to num eric  values falling in 
the closed interval range [0,1 J. Because o f  this, categorical data m ust be transforined 
p rio r  to  netvvork training.

D eveloping a neural netvvork inv'olves first train ing the netvvork to  carrv ou t the 
desiređ com putations and then applying the trained netvvork to  solve nevv problems. 
D u rin g  the learning phase, training data is used to m odifv the connection  weights be- 
tvveen pairs o f  nodes so as to  obtain a best result for the ou tpu t node(s).

T he feed-forvvard neural netvvork architecture is com m only  used for supervised 
learning. Feed-forvvard neural netvvorks contain a set o f  layered nodes and w eighted 
connections betvveen nodes in adjacent layers.

Feed-forvvard neural netw orks are often trained using a backpropagation learning 
schem e. Backpropagation learning works by m aking m odifications in vveight values 
starting at the o u tp u t layer then  m oving backvvard through the h iđden layers o f  the 
netvvork. G enetic learning can also be applied to  train  feed-forvvard networks.

T he self-organizing K ohonen  neural netvvork architecture is a popular m odel for 
unsupervtised clustering. A self-organizing neural netvvork learns by having several
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ou tpu t nodes com pete for the training instances. For each instance, the ou tpu t node 
w hose vveight vectors m ost closely rnatch the attribute values o f  the inpu t instance is 
the vvinning node. As a result, the vvinning node has its associated inpu t vveights m od- 
ified to  rnore closcly m atch the current training instance. W hen unsupervised learning 
is com plete, ou tpu t nodes vvinning the most instances are saved. After this, test data is 
applied and the clusters form ed by the test set data are analvzed to help determ ine the 
m eaning o f  vvhat has been found.

A central issue surrounding neural netvvorks is their inabilitv to  explain w hat has 
been learned. Despite this, neural nctvvorks have been successfully appfied to solve 
problem s in both  the business and scientific vvorld. A lthough vve have discussed the 
m ost popular neural netvvork models, several o ther architectures and learning rules 
have been developed. Jain, Mao, and M ohiuddin  (1996) provide a good starting point 
for lcarning m ore about neural netvvorks.

8.7 K e y T e rm s

Average m em be- technique. An unsupervised clustering neural netvv'ork explana- 
tion  technique w here the m ost typical m em ber o f  each cluster is com puted  by 
finding the average value for each class attribute.

Backpropagation learning. A training m ethod  used vvith many feed-forvvard net- 
vvorks that works by m aking modifications in  vveight values starting at thc ou tput 
layer then m oving backvvard through the hidđen layer.

D elta rule. A neural netvvork learning rule designeđ to  minim ize the sum  o f  squaređ 
errors betvveen com puted and target netvvork output.

E poch. O ne com plete pass o f  the training data through a neural netvvork.

Feed-forvvard neural network. A neural netvvork architecture w here all vveights at 
one laver are directed tovvard nodes at the next netw ork  layer. W eights do not су- 
cle back as inputs to previous layers.

Fully connected . A neural netvvork structure vvhere all nodes at on e  layer o f  the 
netvvork are connected  to all nodes in  the next layer.

K ohonen network. A two-layer neural netvvork used for unsupervised clustering. 

N eural network. A parallel com puting  svstem consisting ofseveral in terconnected  
processors.

N eurode. A neural netvv'ork processor node. Several neurodes are connected  to form  
a com plete neural netvvork structure.

Sensitivity analysis. A neural netw ork explanation technique that allows us to de- 
term ine a rank ordering for the relative im portance o f  individual attributes.

Sigm oid  function. O ne ofseveral com m only used neural netvvork evaluation func- 
tions.T he sigmoid function is continuous and outputs a value betvveen 0 and 1.
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8.8 Exercises

Revievv Questions

1. D raw  the nodes and node connections for a fullv connected  feed-forward 
netw ork that accepts three inpu t values, has one h idden  layer o f  five nodes, 
and an o u tp u t layer containing four nodes.

2. Section 8.1 describes tw o m ethods to r categorical data conversion. Explain 
how  you w ould  use each m ethod  to  convert the categorical attribute income 
range w ith  possible values 10-20K , 20 -30K , 30—40K, 40—50K ... 90-100K  to 
num eric  equivalents.W hich m ethod  is m ost appropriate?

3. T he average m em ber technique is som etim es used to  explain the results o f  an 
unsupervised neural netw ork clustering.

a. List the advantages and disadvantages o f  this approach.

b. D o  you see sim ilarities be tw een  this explanation  tech n iq u e  and the K- 
M eans algorithm ?

Computational Questions

1. We have trained a neural netw ork  to  predict the future price o f  our favorite 
stock .T he one-year stock price range is a low  o f  S20 and a high o f  S50.

a. U se Eq. 8.1 to  convert the cu rren t stock price o f  S40 to  a value betsveen 
0 and 1 .

b. Suppose we apply the n e tw o rk  nrodel to  predict a new  p rice  for som e 
tim e p eriod  in the fu tu re .T he neural netw ork gives an o u tp u t p rice value 
o f  0.3. C onvert this value to  a predicted price we can understand.

2. C onsider the feed-forw ard netw ork in Figure 8.1 w ith  the associated connec- 
tion weights show n inTable 8.1 .A pply the input instance [0.5,0.2,1 0] to the 
feed-forw ard neural network. Specifically,

a. C o m p u te  the input to  nodes i and j.

b. Use the sigm oid function to  com pute the initial o u tp u t o f  nodes i and j.

c. U se th e  o u tp u t values co m p u ted  in  p a rt b to  d e te rm in e  the inpu t and 
o u tp u t values for node k.

Chapter

Building Neural Netvvorks with iDA

Chaptei Objectives

► Perform supervised neural network learning w ith iDA's 
backpropagation neural network.

► Perform unsupervised clustering with iDA's self-organizing 
neural network architecture.

► Employ the ESX supervised learner model to interpret the 
meaning of clusters formed by an unsupervised neural 
network data mining session.
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In  this chapter vve shovv vou how  to use the neural netvvork tools that are part of"vour 
iDA sottvvare package.T he iDA neural netvvork sofrvvare allovvs you to  create super- 
vhsed classification models using backpropagation learning and unsupervised cluster- 
ing  models using a self-organizing m ap architecture. In Section 9.1 we exam ine iDAs 
feed-forvvard neural netvvork w ith  backpropagation learning. In  Section 9.2 the em - 
phasis is on unsupervised clustering w ith  iDAs self-organizing m ap architecture. In 
Section 9.3 vve illustrate hovv ESX  can be em ployed to help explain the m caning o f  
the clusters fo rm ed  by an unsuperviscd neural netvvork data m ining session.

To run  the iDA neural net softvvare, you must have a Java in terpreter installed on 
vour com puter. T he C D  that contes w ith  vour book  contains a self-extracting ехе- 
cutable for installingJava.As an alternative, you can obtain a ffee сору ofjava by visiting 
the mm>javasoft.com Web site. Instrucdons for installingjava are given in A ppendix A.

9.1 A  F o u r-S te p  A p p ro a c h  for B ackpropagation Learning

In this section vve vvork th rough tw o examples using a simple four-step procedure for 
perform ing  supervised backpropagation learning vvith iDA. T h e  steps o f  the proce- 
dure are as follovvs:

1. Prepare the data to  be m ined.

2. D efine the netvvork architecture.

3. Watch the netvvork train.

4. R e ad  and in terpret sum m ary results.

We begin vvith an interesting example that requires little data preparation on ou r part.

Example 1: Modeiing the Exclusive-OR Function

M ost o f  us are fam ihar vvith the basic logical operators. C o m m on  operators include 
and, or, implication, negatioti, and exclusiue or (X O R ).T h e  defm ition o f  the X 0 R  func- 
tion  is shovvn inTable 9 .1.W e can th ink  o f  the X O R  function as defining tvvo classes. 
O n e  class is denoted  by the tw o instances vvith X O R  function  ou tpu t equal to  l .T h e  
second class is given by the tw o instances vvith function  o u tp u t equal to  0.

Figure 9.1 offers a graphical interpretation o f  the ou tp u t.T h e  ,v-axis represents v-al- 
ues for input 1, and the y-axis denotes values for input 2 .T he instances for the class vvith
X O R  equal to 1 are denoted in Figure 9.1 by an A . Likevvise, instances for the class vvith
X O R  equal to 0 are dcnoted vvith a B .T hc X O R  function is o f  particular interest be- 
cause, tinlike the o ther logical operators, the X O R  function is not linearly separable.
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Table9.1 • The Exclusive-OR Function 

Input 1 Input 2 XOR

1 1 0 
0 1 1 
1 0 1 
0 0 0

This is seen in Figure 9.1, as we cannot dravv a straight line to separate the instances in 
class A from those in class B.

T h e  first neural nenvorks, knovvn as perceptron networks, consisted o f  an input 
laver and a single oucput laver. T he X O R  function causes trouble for these earlv net- 
vvorks because they are able to converge onlv vv'hen presented vvith problems having 
linearlv separable solutions. T he đevelopment o f  the backpropagation nenv'ork archi- 
tecture, vvhich is able to model nordinear problems, contributed to a rcnevved interest 
in neural nenvork technologv.

Figure 9.1 •
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*Applying the Four-Step Approach to the XOR Function*

Lefs build a backpropagation netvvork to model the XOR function using the four-step proce- 

dure outlined at the beginning of the section. Fortunately, we can use our familiar Excel-based 

interface to access the iDA backpropagation network building tool.

STEP 1: PREPARE THE DATA TO BE MINED
To produce the training data for the XOR function, create a new Excel spreadsheet identical to 

the one shown in Figure 9.2. The first row shows the attribute names. The second row specifies 

the attribute data types. Recall that all neural network input and output must be real-valued. The 

third row indicates attribute usage. Attributes input 1 and input 2  аге denoted as input attrib- 

utes. The XOR function represents the output attribute.

STEP 2: DEFINE THE NETVVORK ARCHITECTURE
Defining the network architecture requires us to make several choices. The description box ti- 

tled Parameter Settings for Backpropagation Leaming offers a brief description of each choice. 

The following steps define the network architecture for the XOR function:

Figure 9.2 • XOR training data

X  H iciosoft Ехсе! - Figuie 9 .2  X O R  Training Datd.xls

Fte Edrt VJew irtsert Forrnat lools £ata Qucksheet Window DA Help
'•/ • / '
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1. Click on the iDA dropdown menu. The dialog box shown in Figure 9.3 will appear.

2. Choose the Create a New Backpropagation Neural Network option and click OK. A 
backpropagation options box similar to the one displayed in Figure 9.4 will appear.

3. Modify the parameters shown in the options box to match those shown in Figure 9.4. 
That is, change the value in the epochs options box to 10000 and set the conver- 
gence value to 0.001.

4. Click OK to initiate network training.

Figure 9.3 • Dialog box for supervised learning

ISupervised Learning И Е З |

Select a supervised learning model:

C  ESX
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Figure 9.4 • Training options for backpropagation learning
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STEP 3: U/ATCH THE NETVVORK TRAIN
Figure 9.5 shows the network execution window. As training proceeds, the window displays the 

total number of epochs and the current root mean squared error. The rms will usually decrease 

during network training. Several factors, including initial weight settings, the appropriateness of 

the chosen attributes, output attribute format, choice of training instances, number of epochs, 

and the learning rate, to name a few, determines a final value for rms.

When program execution is terminated, a message indicating that training and testing is 

complete will appear in the execution window. After this message appears, we can view the 

output of the neural network. Here's what to do:

1. If the execution window does not automatically close, left-click on the X in the upper- 
right corner of the execution window. This closes the window.

2. A box requesting you to click OK when training is complete appears. Click OK to dis- 
play the output of the network.

The network output is shown in the Excel sheet titled SHEETl RES NN. Figure 9.6 dis- 

plays the output produced by our execution of the backpropagation network for the XOR 

problem.

Figure 9.5 • Neural netvvork execution window
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Figure 9.6 • XOR output file for Experiment 1

X  M icrosolt E x ce l - Figure 9.6  X O R  Output File -Exp erim e nt 1.xls

 ........     —..............  „.тп ...........

0 ..   E F
Atcribute Input 1 Input 2

ш
1

J L
6

8
9
10
1 1.......
12

11

Usage 
Minimuro 
Мах imum 

Mean 
SDev

I
0
1

0 .S
0.5

0.5
0.5

ХОР.
0

1
0.5
o .s

Instance Input 1 Input 2
П1
n
#3

0
1

ХОР. Computeđ 
0 0 . 0 1 2
1
1

0 . 9 8 6

0 . 9 8 5

0 . 0 2
Test Data RMS 
Test Data MAE

0 .0 1 5

STEP 4: READ AND INTERPRET SUMMARY RESULTS
The first six rows of your output sheet should be identical to the first six rows of the spread- 

sheet displayed in Figure 9.6. The first row gives the names of the attributes used to build the 

network. The second row specifies the usage for each attribute. The third and fourth rows offer 

minimum and maximum values for the individual attributes. The fifth and sixth rows show at- 

tribute mean and standard deviation scores for the training data.

The ninth row repeats the attribute names. The last column of the ninth row is titled 

Computed. Each row of this column contains the output value computed by the network for 

the corresponding instance. Beginning with the tenth row, the attribute values for each test 

set instance, together with the network-computed output, is specified. Row 10 tells us that the
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corređ output for instance #1 is 0 and the computed output for instance #1 is 0.012. The fi- 

nal two output lines show the rms and mae for the test data. When all instances are specified 

for training, the training, data is also used to test the network.

The computed results shown in Figure 9.6 will be similar to the computed values seen 

with your execution of this experiment. The variation in output is due to the fact that the con- 

nection weights given to initialize the neural network are randomly generated values. Therefore 

even with an identical network architecture, two network training sessions will almost always 

show some variation in computed results. To see a more dramatic change in output values, 

let's modify the network architecture and repeat the experiment. Run the experiment a second 

time, but this time design the network architeđure to have fwo nodes for hidden 1ауег 1 and 

zero nodes for hidden layer 2. Leave the remaining parameters unchanged.

Our results for this experiment are displayed in Figure 9.7. Notice that the first instance 

shows a computed output of 0.142. This represents a relatively large error and is due in part

Parameter Settings for Badkpropagation Leaming

Hidden Iayers. An iDA network can have one or two hidden layers. We specify 
the number of hidden-layer nodes to be contained in each hidden layer.
Learning rate. The learning rate can range between .1 and .9. In general, lower 
learning rates will require more training iterations. A higher learning rate allows 
the network to converge more rapidly; however, the chances of a nonoptimal so- 
lution are greater.
Epochs. The number of epochs gives the total number of times the entire set of 
training data will pass through the network.
C o nverg ence . The convergence setting allows us to choose a maximum root 
niean squared error for training termination. A reasonable setting for the con- 
vergence parameter is 0.10. The convergence parameter should be set at an ar- 
bitrarily low value if we wish to base training termination on the number of 
epochs.
Train ing  instances. If the data file contains n instances and we specify m  in- 
stances for training, the first m instances will be used to train the network and the 
remaining instances (n -  m) will test the network. If n instances are specified for 
training, the training data will also be used to test the network.
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Figure 9.7 •  XOR output file for Experiment 2
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to the fact that we used two rather than five hidden layer 1 nodes. Let's try опе more ехрег- 

iment to see if increasing the number of epochs from 10,000 to 100,000 improves our re- 

sults. Once again, model the network with two hidden layer 1 nodes and zero hidden 1ауег 2 

nodes. Use 100,000 rather than 10,000 epochs for training. Leave the remaining parame- 

ters unchanged.
The rms for our experiment was a much improved value of 0.027. Did your experiment 

show an improved rmsl If not, run the experiment several times until you achieve a better result.
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Example 2: The Satellite Image Dataset

O u r next exainple uses th e  dataset first described in  C hapter 5 that contains pixels 
fironi a digitized satellite irnage o f  a p o rtio n  o f  the earth ’s surface. Recall that this 
dataset is listed in the iDA samples directory as Sonar.xls. A n interesting aspect o f  this 
dataset is the fact that there are 15 ou tpu t classes.We use an o u tp u t laver consisting o f  
4 nodes to  m odel the 15 classes.

Figure 9.8 shows a single representative instance firom each o f  the 15 classes.The 
o u tpu t sequence for each class has been arbitrarily chosen. Also, as each instance is 
from  a different class, no tw o instances have the same ou tpu t values. Let s use the four- 
step procedure defined earher to experim en t w ith the  sonar dataset.

Figure 9.8 • Satellite image data
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*Applying the Four-Step Approach 
to the Satellite Image Dataset*

STEP 1: PREPARE THE DATA TO BE MINED

To begin the experiment, open Excel with the Sonar.xls spreadsheet file and сору the Sheetl 

data into a new spreadsheet. Check the attribute type and usage declarations to make sure 

they match the values shown in Figure 9.8. As the four output attributes are used to define the 

dass structure, the class attribute should be dedared as unused.

STEP 2: DEFINE THE NETVVORK ARCHITECTURE
Figure 9.9 displays the settings for defining the network architecture for our experiment. The 

dataset contains 300 data instances with approximately 20 instances representing each class. 

The data is divided evenly with the first 150 instances having 10 instances from each dass. For 

the experiment, we use 150 instances for training and 150 instances for testing. Notice we use 

a two-hidden-layer architecture with eight hidden layer 1 and three hidden layer 2 nodes. To 

run the experiment, fill in the parameter settings as shown in Figure 9.9 and click OK to begin 

network training.

Figure 9.9 • Backpropagation learning parameters for the 
satellite image data
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STEP 3: WATCH THE NETWORK TRAIN
As netvvork training takes a few minutes, you have an opportunity to watch the rms value as it 

changes. Unless you get lucky, you will not see an rms of 0.1 or less. There are several reasons 

for this. A main reason is the fact that we have 15 classes with approximately 10 instances from 

each class for training. We are asking a lot to expect the network to converge to a reasonable 

value when we have so many classes and so few instances for training.

The final rms for our experiment was 0.270 for the training data and 0.294 for the test data. 

Do not be discouraged if you see a final rms of 0.30 or more. As an exercise, you may wish to 

run this experiment several times with varying parameter settings to obtain a best result.

STEP 4: READ AND INTERPRET SUMMARY RESULTS
Figure 9.10 offers the mean and standard deviation scores as well as minimum and maximum 

values for each attribute. The mean and standard deviation values for your experiment should 

be identical to the values seen in Figure 9.10. Figure 9.11 gives the test set dassification of the 

first 24 instances. Figure 9.11 shows a column for the c/oss attribute (column B). Because the 

class attribute was declared as unused, this column was not part of the network-generated out- 

put. However, we copied the c/oss attribute column from the original spreadsheet to help us 

determine test set classification correctness.

To determine if a particular test set instance has been correctly classified, we examine the 

four output values and compare each output to the corresponding computed output. In Figure 

9.11, outputl corresponds with the computed output in column G, output2 matches with the 

computed output in column H. Likewise, output3 matches with column I and output4 corre- 

sponds to column J.

Figure 9.10 • Statistics for the satellite image data
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Figure 9.11 • Satellite image data: Actual and computed output

X  M ictoso ft Е х с е ! F ig u ie  9.11 SatoHite Im age D a ta  A ctaal <tnd Com p u ted  O utpu t xl:

C lass o u tp u tl oucputž: output3 
br_barren2 1 [ o o
br_barren1 Ц  1 o

o u t p u t 4 C o re p u te d

0.951

br_barren1
br_barren1
br barrenl
br_barren1
br_barrenl
br barren!
br barrenl
br barrenl

urban

urban

urban
agriculturel
agnculturel

#2 4 agriculturel

  Ш  ............  Ш ______

Test set instance # 1 represents a correct classification because each corresponding com- 

puted output closely matches the actual output value. This is also the case for test set instance 

#2. However, test set instance #3 is an incorrect classification because output2 has a value of 

1 and a computed output of 0. Also, output4 has a value of 1, whereas the computed output 

(column J) shovvs a value of 0.

As we continue to examine the output, we see that the instances through instance #11, 

excepting instance #7, are correctly classified. However, starting with instance #12 through in- 

stance #21 (the urban class), we see large discrepancies between actual and computed out- 

put4 values. The instances of the urban dass аге partially responsible for the less than optimal 

rms. To improve these results, we may consider repeating the experiment with an increased 

value for the epochs parameter and/or a new network architecture.
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Finallv, we can use a trained neural netvvork to  classify instances vvhose ou tpu t 
values are no t knovvn.To determ ine the classification o f  an unknovvn instance, siinply 
include the m stance as part o f  the test set data. Leave cells that w ould norm ally con- 
tain actual o u tp u t values blank. In this way, vve can use thc ncural netvvork to com pute 
o u tpu t values for instances o f  unknovvn origin.

General Considerations

Building ncural netvvorks is both  an art and a science. Because o f  this, determ ining  a 
best set o f  param eter choices for netvvork training usually involves a com bination  o f  
creativitv and rational reasoning. T h e  novice often finds the process o f  constructing 
useful neural netvvork m odels a bit tedious, as a great deal o f  experim ental trial and 
crro r may be necessary. Hovvever, as w ith  m ost things, tim e and patient efl'ort are often 
revvarded vvith acceptable problem  solutions.

O f  special concern  w ith  backpropagation learning is the possibilitv o f  overtrain- 
ing a netvvork. W hen this happens, the nctvvork m odel does an excellent jo b  o f  esti- 
m ating o u tp u t values for the train ing data bu t shows a p o o r perform ance vvhen 
estim ating o u tp u t values for test set instances. This scetiario is m ost readilv observed 
vvhen vve obtain an acceptable rms for the training instances bu t an unacceptable rms 
for the test set data. O n c  way to help overcotne this problem  is to  retrain the netw ork 
vvith fewer epochs. A second consideration is to  niake sure the training data are repre- 
sentative o f  the overall instance population . Finally, con tinued  experim entation  vvith 
the param eters defm ing a netvvork architecture often leads to  an acceptable result.

9.2 A  Fo u r-S te p  A p p ro a c h  for N eural Netvvork C lustering

In this section vve shovv vou hovv to  perform  unsupervised clustering vvith vour iDA 
neural net softvvare. Fortunatelv, we can apply the same four-step procedure used for 
backpropagation lcarning to  build unsupervised learner models.

An Example:The Deer Hunter Dataset

W e em ploy the deer hun te r dataset first described in C h ap te r 4 to  illustrate the 
proccss o f  unsupervised netvvork clustering  vvith iDA. R ecall that the deer hunter 
đataset contains a single o u tp u t attribute nam ed yes that indicates vvhether an individ- 
ual hun te r is vvilling to рау a higher total cost for their hun ting  trips.T he added cost is 
variable and is given in  the attribute colum n labeleđ a.

For our experim ent, w e vvill perform  an unsupervised clustering by designating the 
attribute yes as display-only. We hypothesize that the instances having yes = I vv-ill form  
one vvell-defined cluster and the instances vvith yes = 2  vvill form  a second cluster. If  this

is the case, we conclude that the input attributes are able to diflerentiate betvveen the 
values of the output attribute. If the forrned clusters do no t group the instances in this 
way, we conclude that the input attributes are not usefiil for predicting ou tpu t attribute 
values. Let’s use thc four-step process to see vvhat happens.
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*Applying the Four-Step Approach 
to the Deer Hunter Dataset*

STEP 1: PREPARE THE DATA TO BE MINED

Several attributes of the deer hunter dataset are listed as categorical. Flovvever, the actual val- 

ues for all categorical attributes are numeric. Therefore vve can simply change the designation 

of each categorical attribute vve vvish to use to real.

1. Open Excel and load the samples directory file titled DeerHunter.xls.

2. Сору and paste the deer hunter data into a nevv spreadsheet.

3. Change the type of апу attributes designated as categorical to real.

4. Designate the usage of attribute wtdeer as unused (U) and attribute yes as display- 
only (D). Specify all other attributes for input.

5. Click on the iDA dropdovvn menu and select Begin mining session.

6. Highlight the Kohonen neural network option and click OK to display the options box 
for designing the structure of the netvvork.

STEP 2: DEFINE THE NETWORK ARCHITECTURE
Figure 9.12 gives the options for creating the netvvork architecture used vvith this experiment. 

The options box offers several choices, vvhich are outlined in the description box titled 

Parameter Settings for Unsupervised Network Clustering. Figure 9.12 shovvs we have chosen 

a 3 х 3 output layer grid for the experiment. Therefore a total of nine initial clusters will be 

formed during network training. Because we specify two output dusters, once training is com- 

plete, all but the two most populated output layer nodes will be deleted.

Figure 9.12 also shows that we have chosen to use the entire dataset for network training. 

In this case, the final network clustering will indude all data instances. However, if we select a 

subset of the total instance population for training, only the remaining instances (test set data) 

are used to form the final data dusters. In our case, the training data is employed to determine 

the network connection weights, and to establish the final output dustering.

Finally, notice the choice of 200 epochs for network training. Unlike the backpropagation 

model, which typically requires several thousand training iterations, the unsupervised model will

_
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Figure 9.12 • Learning parameters for unsupervised clustering
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Parameter Settings for Unsupervised Network Clustering

O u tp u t rows anđ columns. The row and column parameters define the size of 
the output layer grid. Although not required, it is usually best to choose the same 
number of rows and columns.
Leam ing rate. The learning rate can range between .1 and .9. As with backprop- 
agation, lower learning rates require more training iterations. A higher learning 
rate al!ows the network to converge more rapidly; however, higher learning rates 
increase the chances for a nonoptimal solution.
Epochs. Epochs represent the total number of times the entire set of training data 
will pass through the network structure.
Clusters. The value of the clusters parameter determines the total number of 
clusters created by the network. Suppose we specify n clusters. When training ter- 
minates, the algorithm sorts the output layer nodes from most to least populated. 
Only the n most populated output layer nodes are saved for network testing. 
Instances. The instances parameter determines the total number of training in- 
stances. Once training is complete, network weight values become fixed and the 
test data is used to create a final clustering. If all data instances аге specified for 
training, the training data аге also used for testing the network. With unsuper- 
vised clustering, it is common practice to use the same data for network training 
and testing.
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usually converge with a minimum number of training iterations. This is a positive aspect, be- 

cause as the size of the output grid expands, the time for network training increases significantly.

To continue with the experiment modify the parameter settings in your Kohonen options 

dialog box to match those seen in Figure 9.12 and dick OK to initiate network training.

STEP 3: WATCH THE NETWORK TRAIN

Figure 9.13 shows the network execution window for the first few training iterations. As with 

backpropagation leaming, the window displays the total number of epochs and the current root 

mean squared error. However, of more interest is the value given for total delta. This value 

represents the total absolute change in network connection weights for each pass of the train- 

ing data through the network. That is, on the 49th training iteration, the total amount of ab- 

solute change in network connection weights was approximately 1935.163. During the 199th 

iteration, the change is shown as 0.0. In reality, at least some minimal accumulated change 

takes place during each pass of the training data through the network. However, the important 

point is that when the total change in network weights falls below a minimal value (such as 

1.0), the network has converged. Althcjgh network convergence is assured, we cannot be cer- 

tain that апу given convergence is optimal. For this reason, it is best to experiment with several 

network architectures before choosing a final model to represent the data.

When training is complete, left-click on the /  shown in the upper-right corner of the ехе- 

cution window. The window will close and a message box will appear. Click OK to display the 

sheet showing the output summary statistics.

F igure9.13 • Network execution window
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STEP 4: READ AND INTERPRET SUMMARY RESULTS
Figure 9.14 shovvs the sheet containing output summary statistics for our experiment. The 

name of the sheet vvith this information is titled Sheetl RES NN. The first six rovvs of your out- 

put sheet should be identical to the sheet shovvn in Figure 9.14. The first tvvo rows list the at- 

tribute names and their usage. The third and fourth rows show the minimum and maximum 

value for each attribute. The fifth and sixth rows give attribute mean and standard deviation 

scores.

The root mean squared error for the final clustering is given in the eighth row. The rms has 

a slightly different interpretation for unsupervised clustering as output attributes do not exist. 

Rms is determined by computing average squared differences between vector weights and in- 

stance attribute values. Although a lowest possible rms value is desired, a more important as- 

pect is whether the rms converges toward a value or continues to vary during network training.

Notice the rms of 0.275 displayed in the eighth row of Figure 9.14 is identical to the rms 

shown in Figure 9.13. However, it is not unusual to see a larger error in the final output as the 

last clustering eliminates all but two of the most highly populated output layer nodes. Therefore 

each instance associated with an eliminated cluster must become part of a new cluster for 

which it may not be as well suited.

Rgure 9.15 shovvs a partial listing of the original data together with ап added column giv- 

ing the cluster number for each instance. The output sheet containing this information is titled 

Sheetl RES NN DET. The first row lists all attributes found within the dataset, the second row 

specifies attribute types, and the third row shows the usage of each attribute. Rows four and 

beyond list the data instances. The final column of each row gives a numerical value represent- 

ing the duster number for the associated instance. The cluster number tells us where each in- 

stance has been placed in the output grid during the final training iteration. Our experiment 

shows that all data instances have been classified with either output node 2 or output node 3. 

Although your output sheet will also show two output clusters, the actual duster number desig- 

nations will likely differ.

F igure9.14 • Deer hunter data: Unsupervised summary statistics
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Figure 9.15 • Output clusters for the deer hunter dataset
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То examine the individual instances for each cluster, simply scroll the output sheet. If your 

results are similar to ours, you will notice little consistency in the clustering of data instances 

with respect to the values for attribute yes. This is a first indication that our initial hypothesis in- 

dicating that hunters willing to accept added fees for hunting privileges will cluster together is 

not correct. Beyond this obsen/ation, we will need additional help to determine the patterns 

found within the dusters. Fortunately, Section 9.3 offers the required assistance.

Leave your current spreadsheet open, as it will be used in Sedion 9.3 to further analyze 

the unsupervised neural network dustering.

General Considerations

W hen  selecting a netw ork architecture, a first consideration is the size o f  the output 
grid. As a general rule, the size o f  the grid should vary directlv vsdth the num ber o f  
đusters in  the final ou tpu t. It is best to specifv an ou tpu t grid  significantly larger than 
the size o f  the final clustering. For example, suppose we suspect two clusters to be pre- 
sent in the data. Knovving this, we select a 2 X 2 ou tpu t grid and specifv nvo clusters for 
the final output. Even though the 2 X 2 grid gives us twice as many output nodes as fi- 
nal clusters, the choice inhibits neighborhood training and limits the total num ber o f  
options for instance cluster formation. In this case, a 3 X 3 or 4 X 4 grid is likelv to be a 
better choice.
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A second consideration is the optim ality o f  netw ork  convergence. Experim enting 
w ith  several nenvork  architectures before choosing a final m odel gives som e insight 
in to  the optim alitv o f  the clustering form ed w ith  each m in ing  session. As a general 
rule, smaller rms values indicate h igher-quality  clusters.

Finally, thc two ou tpu t sheets presented vvith an unsupcrviscd netvvork clustering 
supply a hm ited  am ount o f  explanation about апу interesting patterns that inay have 
been discovercd. Lct s sce hovv ESX can help us find the patterns form cd by an unsu- 
pervised netvvork clustering.

9.3 ESX for N eural N e tw o rk  Cluster Analysis

You гпау have noticed that thc Siteer l R E S  N N  D E 'I' created in the experim en t vvith 
the deer hun te r dataset is specially form atted for supervised classification vvith ESX. 
Let’s use supervised learning to  help us better understanđ the structure o f  thc clustcrs 
created for the deer hun tc r dataset.

*Applying Supervised Learning to 
Evaluate Neural Netw ork Clustering*

1. Open the SheetlRES NN DET vvorkbook containing the results of the unsupervised 
dustering.

2. Several of the categorical attributes in the original dataset vvere designated as real so 
that the dataset could be used for unsupervised netvvork training. Change these attri- 
butes back to their original categorical designation. Make sure output attribute yes is 
shovvn as categorical, display-only.

3. The spreadsheet is novv ready for a supervised data mining session on attribute c/us- 
ter. Click on the iDA dropdovvn menu, select ESX, use all data instances for training, 
and employ the default value for the tolerance setting.

4. Click No vvhen asked if you vvould like to perform a quick mine session. As the dataset 
is large, the data mining session vvill take a fevv minutes.

5. For rule generation, use a minimum correctness setting of 70 and a minimum rule 
coverage of 20.

We explore our results by follovving the first three steps of the strategy for analyzing a data 

mining session outlined in the Chapter 4 summary. As an exercise, follovv the analysis belovv to 

see if your results are similar to ours.

1. Examine class resemblance scores and individual dass rules to see hovv vvell the input 
attributes define the formed clusters.
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•  The two formed clusters shovv resemblance scores of .667 with 2952 (cluster 2) 
instances and .634 with 3134 (duster 3) instances. The domain resemblance is 
given as 0.60. This provides initial evidence that the formed dusters are of interest.

•  Both clusters are uniquely defined by a single rule. Specifically,
If bagdeer =  0 Then Class =  2.
If bagdeer =  / Then Class =  3.

2. Examine domain summary statistics to help locate attribute errors and to determine
predictive numeric attributes.

•  The most predictive numeric attribute is numbag. This attribute represents the to- 
tal number of deer bagged by each hunter.

•  Other numeric attributes of some predictive value are totalcost, agehunt, and trips.

3. Examine dass summary statistics to locate predictive categorical attribute values.

•  Categorical attribute value bagdeer =  0 is necessary and sufficient for membership in 
class 2. Likewise, bagdeer =  1 is necessary and sufficient for membership in dass 3.

•  The values for categorical attribute yes are not prediaive of dass membership for 
either duster. For example, in cluster 2, 1563 instances have yes =  I and 1362 
instances show yes =  2.

To summarize, the instances of the deer hunter dataset do form meaningful dusters. 

However, the instance dustering is based on the bagdeer attribute rather than on the attribute 

indicating whether a deer hunter is willing to рау more for his next hunting trip. It is dear that 

building a model able to differentiate hunters willing to рау an added fee for their hunting trips 

will require additional work.

9.4 C h a p te r  S u m m a ry

T he iDA feed-forward backpropagation neural netw ork tool allows us to build super- 
vised models for estim ation and prediction. IDA backpropagation learning can be de- 
scribed as a four-step procedure that consists o f  preparing the data, defining the 
netw ork architecture, vvatching the netvvork train, and interpreting surnmary results. 
To design the netvvork architecture, we must decide on vvhether one o r two hidden 
layers will be used for netw ork training. We also specify the num ber o f  nodes in each 
hidden layer, a netvvork convergcnce criterion , and a learning rate.

T h e  ou tput o f  a backpropagation inining session shows actual and netw ork-com - 
puted  ou tpu t values.To help determ ine model ассигасу, the ou tpu t also provides root 
m ean squared error and mean absolute crror values. W hen test data are n o t available,
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the training data is em ployed to test m odel ассигасу. A trained nenvork  can also be 
used to estimate o u tpu t values for instances o f  unknosvn origin.

T he lDA unsupervised clustering neural netw ork tool is based on  the two-layer 
K ohonen architecture. T h e  same four-step process used w ith backpropagation learn- 
ing can be applicd to unsupervised clustering. D uring  the netw ork  design phase, we 
are responsible for determ in ing  the initial size o f  the ou tput layer, the num ber o f  clus- 
ters present in  the data, the learning rate, and the am oun t ot' netvvork training.

O n e o f  the o u tp u t sheets generated by an unsupervised netsvork clustering is spe- 
ciallv form atted for supervised learning w ith  ESX. Because o f  this, we can apply ESX 
to help us in te rp re t the m eaning o f  the form ed clusters.

9.5 Кеу Terms

Linearly separable. Tvvo classes, A and B, are said to  be linearly separable if  a straight 
line can be dravvn to separate the instances o f  class A from the instances o f  class B. 

P erceptron neural netw ork. A sim ple feed-forvvard neural netvvork architecture 
consisting o f  an input layer and a single o u tpu t layer.

Total delta. T h e total absolute change in netvvork connection  vveights for each pass 
o f  the training data through a neural netvvork.

9.6 Exercises

Data Mining Questions

l a b  1. C reate a backpropagation netvvork to  m odel one o f  the three logical opera- 
tors shovvn in the table. Because these operators are linearly separable, we 
m ight hypothesize that it takes fewer epochs to  train a netvvork to  recognize 
each operator. R u n  several experim ents vvith one o r m ore o f  these operators 
to  affirm  o r  reject this hypothesis.

Input 1 Input 2 And Or Implication

1 1 1 1 1

0 1 0 1 1

1 0 0 1 0

0 0 0 0 1

cab Denotes cxercisc appropriate for a laboratory setting.
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l a b  2. Use the num erical fo rm  o f  the credit card prom otion database (CreditCard 
Prom otionN et.xls) and backpropagation learning to  build a m odel for esri- 
m ating the likelihood o f  a new  credit card custom er accepting a nevv hfe in - 
surance prom otion. As the m odcl is for predicrive purposes, be sure to flag 
magazine promotion and u/atch promotion as unused.To perform  the experim ent, 
add the five instances, representing new  customers, listed in  the table below to 
the end o f  the dataset. Be sure to leave the cells for magazine promotion, watch 
promotion, and life insurance promotion blank. Use the original 15 instances to 
train the netw ork.W hich custom ers listeđ in thc table are likely candidates for 
the nevv lifc insurance prom otion?

Income Magazine Watch Life Ins Credit
Range Promotion Promotion Promo Card Ins Sex Age

30000 0 0 33

40000 1 1 42

20000 0 0 19

30000 0 1 50

40000 1 0 48

30000 0 0 31

3. Use the numerical form o f the cardiology patient data (CardiologyNumerical.xls) 
to perform backpropagation learning. Define a plausible network architecture. 
Use 200 instanccs for training and thc remaining 103 instances to test the created 
netvvork. R epeat the experiment several ritnes using architectures containing one 
as vvell as tvvo hidden lavers. D o the one or tvvo hidden-layer architectures give a 
better test set result?

l a b  4. Use the numerical form o f  the cardiologv patient data (CardiologyNumerical.xls) 
to pcrform an unsupervised netvvork clustering. Use a 5 х  5 output layer and in- 
dicate tvvo final clustcrs. Limit the total num bcr o f  epochs to 1000 or less. Make 
sure уои specify the class attribute as display-only. Follow tlie piocedure outlined 
in Secrion 9.3 to ansvver the follovving quesrions.

a. D o  the instances from the healthp and sick classes form  separate clusters?

b. Are the in p u t attributes appropria te  for d ifferen tia ting  healthy and sick 
patients?

5. R epeat thc backpropagation experim ent vvith the satelhte image data de- 
scribed in the second part o f  Section 9.1. Use the param eter settings specified 
in Figure 9.9, b u t increase the num ber o f  epochs to  100,000.
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a. Exam ine the test set values and list the  three classes that show  a large 
num ber o f  classification errors.

b. Em ploy ESX  to perform  a supervised classification using the same 150 in - 
stances for training. M ake sure the outputl th rough  output4 attributes arc 
deno ted  as unuscd and that the class attribu te is specified as an ou tpu t at- 
tribute. Set the rcal-valued tolerance at 0.30. Exam ine the confusion m a- 
trix  and list the threc classes having a highest classification erro r rate.

c. D o the  classes you listed in part a co rrcspond  to  the classes incorrectly  
classified by ESX?

6. This excrcise uses the satellite imagc data found in Sonaru.xls to pcrform  an 
unsuperviseđ neural netw ork dustering .

a. С ору the S heetl data in  the Sonaru.xls file into a n ew  spreadsheet.

b. Specify the dass attribute as display-only.

c. Begin an unsupervised neural netsvork training session.

d. U se a 12 X 12 ou tpu t-layer architecture, use all instances for training, set 
the epochs value at 1000, and specifv six final clusters.

e. O n ce  training is com plete, follow the procedure in  Section 9.3 to analyze 
the ou tpu t.

f. W hat is the class resem blance score for each cluster? Hovv do  the class re- 
semblance scores com pare vvith the dom ain resemblance?

g. Are there апу clusters that contain  a single class? W hich  classes group to - 
gether in the sam e cluster? W hat does this tell vou?

l a b  7. С ору the grb4u.xls file found in the samples dircctory in to  a nevv spreadsheet. 
Use the K ohonen netvvork to  perfo rm  an unsupervised clustering. Specifv the 
num ber o f  ou tpu t rows and colum ns as five each. Specify the num bcr o f  clus- 
ters as three. Use ESX to help you describe the three clusters form ed by the 
netvvork. Give your description in term s o f  burst length, brightness, and hard- 
ness. R epeat the experim ent, bu t specify four rather than threc final clusters.

8. С ору the grb4u.xls file found  in  the samples directory in to  a nevv spreadsheet. 
Specifv 'Г50 and T 9 0  as o u tp u t attributes. Use backpropagation learning and 
640 train ing instances to sec hovv weU burst length can be predicted by the at- 
tributes for burst brightness and burst hardness.

9. In question 2 o f  the Data M in ing  Q uestions at the end  o f  C hap ter 2 w e asked 
you to  keep track o f  your credit card purchases for one o r m ore inonths.

a. C reate appropriate attributcs and place this in form ation  in attribute-value 
form at in a nevv Excel spreadsheet. Peifiorm data transform ations as neces-
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sary so you can use your neural netvvork softvvare to analyze the data. Add 
an o u tp u t attribu te to each record vvhose value is 1 to  ind icate this is a 
purchase you have made.

b. Add several new  hypothetical purchases to the  end o f  vou r list that are 
both tvpical and atypical o f  your curren t purchases.

c. Use vour iDA supervised backpropagation neural netw ork tool to build a 
model representing your credit card purchases. For test data, include some 
o f  your actual purchases as well as all o f  the hypothetical purchases added 
to the list.

d. W hat values do the atvpical purchases show for the ou tpu t attribute?

e. As a second experim ent, flag the o u tp u t attribu te as unused and perform  
an unsupervised neural netvvork clustering. Use all data instances to train 
the netvvork. Specify tvvo final o u tp u t clustcrs. D o the atypical purchases 
cluster vvith your acmal purchases o r do they form  their own cluster?
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Chapter i u  

Statistical Techniques

Chapter Objectives

► Understand when linear regression is an appropriate data 
m in ing technique.

► Know how  to perform linear regression w ith  M icrosoft Excel's 
LINEST function.

► Know that logistic regression can be used to bu ild  supervised 
learner models for datasets having a b inary outcome.

► Understand hovv Bayes classifier is able to b u ild  supervised 
models fo r datasets having categorical data, num eric data, or 
a com bination o f both data types.

► Know how  agglomerative clustering is app lied to partition 
data instances into d is jo in t clusters.

► Understand that conceptual c lustering is an unsupervised 
data m in ing  technique that builds a concept hierarchy to 
partition data instances.

► Know that the EM algorithm  uses a statistical parameter 
adjustment technique to cluster data instances.

► Understand the basic features that d ifferentiate statistical and 
machine learning data m in ing  methods.

291



292 Chapter 10 •  Statistical Techmgues

In this chapter we proviđe a detailed overvievv o f  several com m on statistical data m in- 
ing  techniques. It is not necessary for vou to  study each technique in detail to  obtain 
an overall understanding o f  this field. For this reason, each section o f  this chapter is 
self-contained. Several o f  the experim ents conducted  here and in  C hap ter 11 usefifec 
dovvnloadable softvvare from the W eka (Waikato E nvironm ent for Knovvleuge 
Analysis) project developed at the University o f  W aikato in Nevv Zealand.

Section 10.1 covers linear regression and regression trees. In  addition, vve shovv 
you how  to perfo rm  m ultiple linear regression vvith Excels L IN E ST  function. In 
Section 10.2 vve discuss logistic regression and hovv it is apphed to build supervised 
learner models for datasets vvith a binary' outcom e. In Section 10.3 you learn how  
Bayes classifier builds supervised learner models for categorical and rcal-valued data. 
In Section 10.4 vve present three popular unsupervised clustering techniques. In 
Section 10.5 vve differentiate betvveen statistical and m achine learning data m ining 
m ethods.

10.1 Linear Regression Analysis

Statistical regression is a supervised techm que that generahzes a set o f  num eric data 
by creating a m athem atical equation relating one o r m ore inpu t attributes to a single 
ou tpu t attribu te.W ith  linear regression, we attem pt to m odel thc variation in a de- 
penden t variable as a linear com bination o fo n e  or m ore independent variables. A lin- 
ear regression equation is o f  the form :

/ ( x t ,x 2,x:,...xn ) = л,*! +  rt2x 2 +  đvv , +  апх п +  c (10.1)

vvhere v,, x 2, x . . . . x n are independent variables and a., a2, ау ..а, and c are constants. /(v „  
x 2, x y . . x j  represents the depenđent variable and is often shovvn simply as у. In gen- 
eral, hnear regression is appropriate vvhen the relationship betvveen the dependent and 
independen t vviriables is nearly hnear.

Simple Linear Regression

T h e  simplest form  o f  the linear regression equation allows bu t a single independent 
variable as the pred ic tor o f  the dependen t variable.This tv'pe o f  regression is appropri- 
ately nam ed sim ple linear regression. T h e regression equation is w ritten  in slope- 
intercept form . Specifically,

у = ах +  b (10.2)

vvhere v is the independen t variable and у depends on  v. T h e  constants a and b are 
com puted  via supervised learning by applving a statistical criterion  to  a dataset o f
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knovvn \ralues for х and у .Тће graph o f  Equacion 10.2 is a straight line vvith slope a 
and y-intercept b. !/.• *С'

Л conunon statistical nteasure used to com pute a and b is the lcast-scpiares criteviou. 
N T he least-sgnares f j jte rion minimizes the sum o f  squared diffcrences betvveen actual

рЧг--' - and predicted ou tput values^D eriv inu a and h via r h e  ,,,+rh^rl
knovvledge of  differential calculus. Therefore we simply state the formulas for corn- 
pu ting  a and b. For a total o f  n instances vve have:

i Х*У 1>'
fc = 7 T T  00 .3)

2 . X 2*П n

Simple linear regression is bo th  casy to undcrstand and to  apply. Hovvever, the fact 
that it allovvs but a single independent variable makes the technique o f  lim ited use for 
m ost data m ining applications.

Multiple Linear Regression with Excel

M icrosoft Excel contains a regression analysis too l that enables us to perform  simple 
and multiple hnear regressions. Here vve describe Excels LIN EST function vvith a tu- 
torial example taken from the Ехсе! Help docum ent.T h e  LIN EST function uses the 
least-squares criterion  to  perform  linear regression. A com plete description o f  Excels 
regression analysis tool can be found by typing the vvord “ regression” in the text box 
associated vvith Excels Help m enu.

*Applying the LINEST Function*

То illustrate the LINEST function, we consider the sample data in Table 10.1 taken from an ех- 

ample in the Microsoft Excel Help document. Each row of data represents information about 

a particular office building in ап established business district. A commercial developer wishes 

to use linear regression to estimate the value of a specific office building based on the table 

data. The independent variables are given as floorspace in square feet, num ber o f offices, 

number ofentrances, and building age. The dependent variable is the assessed value of the 

office building. The following steps show how to perform a linear regression analysis with the 

table data.

1. Open a new Excel spreadsheet. Use columns A through E and rows 1 through 12 to 
enter the data in Table 10.1. Make sure the first row of your spreadsheet contains the 
attribute names as they appear in the table.

2. The output of the LINEST function is shown in an n х  n аггау where n is the total 
number of variables used for the regression. For our problem, n =  5. Use your mouse
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Table 10.1 • District Office Building Data

Space Offices Entrances Age Value

__3> 2310 2 2 20 5142,000

2333 2 2 12 5144,000

2356 3 1.5 33 5151,000

2379 3 2 43 5150,000

2402 2 3 53 5139,000

2425 4 2 23 5169,000

2448 2 1.5 99 5126,000

2471 2 2 34 5142,900

2494 3 3 23 5163,000

2517 4 4 55 5169,000

2540 2 3 22 5149,000

to highlight an area of at least five rows and five columns below or to the right of the 
input data. This area represents the аггау to contain the output of the regression analy- 
sis. The highlighted area must have the same number of rows as columns.

3. To perform the regression, type the following expression into the Excel formula bar:
^ К л  'o -  јА q.*. £ jl

Ве sure to indude the equal sign as the first character in your expression.

4. Next, hold down the Ctrifcnd ib/ft]feys while striking the Enter кеу. This allovvs the out- 
put of the regression analysis to appear in the highlighted area of уоиг Excel spreadsheet.

Before we explore the output of the regression, an additional explanation of the LINEST 

function is warranted. The first function parameter is for the dependent variable. Specifically, 

E2.E 12 states that the dependent variable resides in column E and that the data for this vari- 

able are found in rows 2 through 12. The second parameter gives LINEST the data range for 

the independent variables. For our example, values for the independent variables reside in col- 

umn A row 2 through column D row 12.

If the third parameter is TRUE or omitted, the constant term in the regression formula is 

computed normally. If the value FALSE is assigned to the third parameter, the constant term is 

set to 0. If the fourth parameter is assigned the value FALSE, LINEST returns only the coeffi-
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Table 10.2 • Regression Statistics for the Office Building Data

-234.2371645 2553.211 0 7 5 7 9  7Z-— ' ^ 27.64139 O

13.26801148 530.6692 400.0668 5.429374
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1732393319

_ _ J.6692

Ж 5785^јгк^Тл^ #N/A 

#N/A

5652135 T v o . , ,  #N/A

#N/A

#N/A

#N/A

52317.83

12237.36

#N/A

#N/A

#N/A

>-U('~Г'  1/ J  Z- 'J*. . /

cients for the regression equation. If the parameter is seen as TRUE, the output аггау also con- 

tains several statistics that help determine the efficacy of the regression equation. Now that we 

see how the LINEST function is applied, it is time to examine the output of the regression 
analysis!

The output of the regression analysis, as it appears in the highlighted area of уоиг Excel 

spreadsheet, is shown in Table 10.2. Л/е read the coefficients for the regression equation di-

rectly from the table. The coefficients appear in the first row of the table and are given in reverse 

order. That is, the left-most entry is the coefficient for the right-most independent variable. Тће

Figure 10.1 • A simple linear regression equation

V) ' 
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right-most entry represents the constant term. The regression equation for estimating the value 

of same district office buildings is:

Value =  27.64Space + 12529.77Offices + 2553.21 Entrances -  234.244ge + 52317.83

An obvious question is how accurate the regression equation is at estimating assessed val- 

ues. With simple linear regression, we can partially answer this question by viewing a scatter- 

plot diagram together with a two-dimensional graph of the created regression equation. For ех- 

ample, Figure 10.1 shows the scatterplot diagram and graph of the regression equation for 

assessed value using the single independent variable floor space. The figure clearly indicates a 

linear relationship between the independent and dependent variables. However, with more 

than one independent variable, we turn to basic statistical analysis to help determine the ех- 

tent to which the independent variables are linearly related to the dependent variable. The in- 

formation we need is contained in the third and fourth rows of Table 10.2.

The first entry in the third row of the table is the coefficient of determination. This rep- 

resents the correlation between actual and estimated values for the dependent variable. A 

score of 1.0 indicates no difference between actual and computed variable values. For our ех- 

ample, we see a value of 0.9967. Although the correlation is high, we must be cautious in as- 

suming that the regression equation is a good predictor of actual assessed values, as the deter-_ 

mination coefficient is computed using training rather than test set data. The second entry in 

the third row is the standard error for the estimate of the dependent variable.

The first entry in the fourth row is the F statistic for the regression analysis. The F statistic 

helps establish if the coefficient of determination given in the third row is significanfMo inter- 

pret the F statistic, we must access a table of F critical values, found in most statistics books. 

The F statistic requires two measures for degrees of freedorrTThe measures are often denoted 

in an F table o f critical values as v l and v2. v l is the total number of mdependent variables. 

kor our example, v l =  4. v2 is computed by subtracting the total number of variables in the 

ianalysis from the total number of training instances. For our example, v2 =  (11 -  5) =  6. v2 is 

also shown as the second entry in the fourth row of Table 10.2.

Examining a one-tailed F table with v l =  4 and v2 =  6 gives a 0.05 significance score of 

4.53. The F value of 459.75 in the third row is obviously significant. This tells us that the re- 

gression eguation is able to accurately determine assessed values of the office buildings that 

are part of the training data. Once agaio, we must exerdse caution in making generalizations 

about the ability of the equation to accurately estimate assessed values for unseen data in- 

stances. The regression equation can be safely used on new data provided we are confident 

that the same linear relationship seen with the training data is also found with previously unob- 

served data.
Finally, the values in the second row of Table 10.2 determine the usefulness of individual 

independent variables in predicting assessed building values. For a complete discussion of how 

these values are used, please direct your attention to the LINEST Help document.
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Regression Trees

R egression trees represent an alternative to statistical regression. R egression trees get 
their narne from the fact that m ost statisticians refer to апу m odel that predicts nu- 
m eric ou tpu t as a regression m odel. Essentiallv, regression trees take the form  o f  deci- 
sio n  trees w here the leaf nodes o f  the tree аге num eric rather than categorical values.
T h e  value at an individual leaf node is com puted  by taking the num eric average o f  the 
o u tpu t attribute for all instances passing through thc tree to  the leaf node position.

Regression trees are m ore accurate than hnear regression equations \vhen the data л<- <. 
to bc m odeled is nonhnear. Hovvever, regression trees can becom e quite cum bersom e^ ‘ 
and difficult to interpret. For this reason, regression trees are som etim es com bined
vvith linear regression to  fortn w hat are knovvn as m odel trees. W ith m odel trees^----
each leafnode  o f  a partial regression tree represents a linear regressjpn eguation rather 
than an average o f  attribute values. Ву com bining linear regression vvith regression 
trees, the regression tree structure can be simplified in that fe\ver tree levels are neces- 
sary to achieve accurate results.

Figure 10.2 presents a generic m odel tree structure containing four tests on real- 
valued attributes and five leaf nodcs each representing a linear regression equation.

Figure 10.2 • A generic model tree
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Figure 10.3 • A model tree for the deer hunter dataset (output attribute yes)

T h e  com plexity o f a  m odel tree depends on the degree o flin ea rity  seen betw een the 
dependent and independen t variables. As an experim ent, we created tw o m odel trees, 
onc using the num eric  fo rm  o f  the cardiology patient data and a second using the 
deer hunter dataset.

T he m odel tree for the carđiologv patient data contained one node representing a 
m ultiple linear regression equation.T his result tells us that the relationship betw een thc 
independent variables and the dependent variable for the cardiologv patient dataset is 
linear.T he m odel tree for the deer hun te r dataset is displayed in Figure 10 .3 .T he tree 
shovvs eight attribute tests and nine hnear regression equations. T h e  com plexity o f  the 
tree inđicates a lack o f  linearity betvvccn the dcpendent and independent variables.

10.2 Logistic Regression

In C hapter 2 w e used m ultiple hnear regression vvith the credit card p tom otion  data- 
base to develop an equation for determ ining  values for ou tpu t attribute life insunmce 
promotion. As hnear regression requires num eric attribute values, w e transform ed ah cat-
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egorical data to num eric equivalents. Yes and по values for attributes magazine promo- 
tion, watch promotion, and life insurance promotion vvhere replaced vvith / and 0. For at- 
tribute sex, values male and female vvere also replaced w ith 1 and 0, respectively. FinaUy, 
values for categorical attribute income range vvere transformed to  the lovver end o f  each 
range score.

O u r  example vvas appropriate for illustrative purposes. Hovvever, the general 
m ethodolog)' o f  using linear regression to  m odel problems vvith observed outcom e 
restricted to  tvvo values is seriously flavved. T he problem lies in the fact that thc value 
restriction placed on thc dependent variable is no t observed by the regression equa- 
tio n .T h a t is, because hnear regression produces a straight-line fhnction, values o f  the 
dcpendent variable are unbounded  in  bo th  the positive and negative directions. 
Therefore for the right-hand side o f  Eguation 10.1 to  be consistent w ith  a b inary 
outcom e, vve must transform the linear regrcssion model. Ву transform ing the linear 
m odel so as to rcstrict values for the ou tpu t attribute to the [0,1 ] interval range, the 
regression eguation can be thought o t as producm g a~probabihty o f  th e occurrence ог 
nonoccurrence o f  a m easured event.

A lthough sfeveral options for transform ing the hnear regression m odel exist, we 
restrict our discussion to the logistic m odel. T he logistic m odel applies a logarithm ic 
transform ation that makes the righ t-hand  side o f  Eguation 10.1 an exponential term  
m the transformed equation.

Transforming the Linear Regression Model

Logistic regression is a nonhnear regression technique that associates a conditional 
probabilitv' scorc vvtith each đata mstancc.To understand the transform ation perform ed 
by the logistic m odel, vve begin by th ink ing  o f  Equation 10.1 as co inputing  a proba- 
bilitv’. A probability value o f  1 denotes the observ'ation o f  one class (e.g., life insurance 
promotion = yes). Likevvise, a probabilitv o f  0 indicates observance o f  the second class 
(e.g., life insurance promotion = no). Equation 10.4 is a inodified form  o f  Equation 10.1 
w here the left-hand side o f  the equation is w ritten  as a conditional probability.

p(y =  1 1 X) =  л,х, + a2x 2 + а3х 3 anx„ + c (10.4)

Equation 10.4 shovvs p(y = 1  | х) as an unbounded  value denoting  the condi- 
tional probabhity o f  seeing the class associated vvith у = 1 given the values contained 
in feature (attribute) vector х. To ehm inate the boundary problem  seen in the equa- 
tion, the probabflity is transform ed into an odds ratio. Specifically,

p(y = 11 *) (10.5)
l - p ( y  =  l | x ) ,

For anv feature vector х, the odds indicate how  often the class associated vvith у = 1 
is seen relative to the frequency in vvhich the class associated vvith у = 0 is observed.The
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natural log o f  this odds ratio (knovvn as the log it) is then assigned to  the right-hand side 
o f  Equation 10.1. T hat is,

ln
(  рју = 1 1 х) 4

к1-Ј<У  =  1 |х )

vvhere, 

х  =  (х ј , дс2 , јс3 , л :4  x n)

= а х + с  / е  /  (10.6)

ах + r = ЛјХ, + a2x 2 +  <i,x3.

Finally, vve soh'e Equation 10.6 for p(y  — 1 | х) to  obtain a bounded  representa- 
tio n  for thc probabilitv, vvhich is shovvn in Equation 10.7.

ax+<:

Ж  = 11 ■*)!= T T ^ 7  (10-7)1 +  e
vvhere

tis thcbase ofnatural logarithms often dcnoted as ехр

Equation 10.7 defines the logistic regression m odel. Figure 10.4 shovvs that the 
graph o f  the equation  is an s-shaped curve bounded by the [0,1] interval range. As the 
exponen t te rm  approaches negative mfinity, the righ t-hand  side o f  Equation 10.7 ap- 
proaches 0. Likevvise, as the exponent becom es infinitely large in  the positive direc- 
tion , the righ t side o f  the equation approaches 1.

T he m e th o d  used to  d e term in e  the  coefficient values fo r th e  ex p o n en t term  
а х  +  c in E quation  10.7 is iterative. T h e  purpose o f  the m e th o d  is to  m in im ize the 
sum  o f lo g a rith m s  o f  p red ic ted  probabilities. C onvergence occurs vvhen the loga- 
r ith m ic  sum m ation  is close to  0 o r vvhen the value does n o t change from  on e  iter- 
a tio n  to the next. D etails o f  the tech n iq u e  are bevond  the scope o f  this book . For 
the  in terested  reader, a đescrip tion  o f  the  process is available from  several sources 
(H osm er and Lemeshovv, 1989: Long, 1989).

Logistic Regression: An Example

We applied the im plem entation  o f  the logistic regression m odel available for use at 
the  W eb site http://members.aol.com/johnp71/logistic.html to the num eric form  o f  the 
credit card prom otion  dataset (C reditC ardProm otionN et.x ls). We selected life insurance 
promotion as the dependen t v'ariable and elim inated attributes magazine promotion and 
ivatch promotion so the m odel could be used to predict the probabihtv o f  nevv cus- 
tom ers accepting a life insurance prom otional offering. H ere is the equation for the 
exponen t te rm  seen in Equation 10.7:

ах  + c = 0 .000  llncome +19.827CreditCardIns — 
8 .3 1 4Sex —0.415Age + 1 7 .6 9 1

(10.8)

P(
y=

 
1 

| ЈГ
)
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-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

T he equation tells us that values for credit card insurance and sex are m ost influential 
in determ ining a value for the exponent term .A lso, personal inconte has verv little effect 
on the value o f  the exponent.

T he training data used to create the logistic model as vvell as the ou tpu t com - 
puted  by the logistic equarion is given inTable 10.3. As you can see, all com puted  val- 
ues are in  the closed interval rangc [0,1], Also, all com puted output, excepting v’alues 
for instances 8 and 12, represent correct classifications.

Finally, vve can use Equation 10.7 vvith the exponent term  given by Equation 
10.8 to  com pute conditional probability scores for instances represcnting nevv credit 
card customers.To illustrate, consider the nevv instance:

Iuconte = 3 5 K  
Credit Card Insurance = 1 
Sex = 0 
Age = 39

Applying Equation 10.7, vve obtain a com puted  probability o f  0 .999 .This tells us 
that the custom er represented by the instance is a likelv candidate for a nevv life insur- 
ance prom otion. Hovvever, changing the value o f  credit card insiirance from 1 to 0 and 
sex from 0 to 1 results in a probability score o f  0.035. Therefore a 39-year-old male 
credit card custom er vvho makes S35,000 per уеаг and does no t have credit card insur- 
ance is a poor choice for a nevv life insurance prom otion.

http://members.aol.com/johnp71/logistic.html
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Table 10.3 • Logistic Regression: Dependent Variable =  Life Insurance Promotion

stance Income
Credit Card 
Insurance Sex Age

Life Insurance 
Promotion

Computed
Probability

1 40K 0 1 45 0 0.007
2 30K 0 0 40 1 0.987
3 40K 0 1 42 0 0.024
4 30K 1 1 43 1 1.000
5 50K 0 0 38 1 0.999
6 20K 0 0 55 0 0.049
7 30K 1 1 35 1 1.000
8 20K 0 1 27 0 0.584
9 30K 0 1 43 0 0.005

10 ЗОК 0 0 41 1 0.981
11 40К 0 0 43 1 0.985
12 20К 0 1 29 1 0.380
13 50К 0 0 39 1 0.999
14 40К 0 1 55 0 0.000
15 20К 1 0 19 1 1.000

10.3 Bayes Classifier

Bayes classifier offers a sim ple yet povverful supervised classification technique. The 
m odel assumes all input attributes to be o f  equal im portance and independent o f  onc 
another. Even though these assumptions are likely to be false, Bayes classifier still works 
quite well in practice.The classifier is based on Bayes theorem , w hich is stated as:

P ( E \H )X P (H )
P (H  E) =  - i .  - 1— 1------ :— L (10.9)

P(E)

w herc H  is a hypothcsis to be tested and E  is the evidence associated \vith the hypothesis.
From  a classification vievvpoint, the hypothesis is the depcnden t variable and rep- 

resents thc predicted  class. T h e  evidence is determ ined  by values o f  the inpu t attri- 
butes. P(E  | H) is the conditional probability that H  is true given evidence E. P(H) is 
an a priori probability, w hich  denotes the probability o f  the hypothesis before the 
presentation o f  апу evidence. C onditional and a p rio ri probabilities are easily com - 
pu ted  from thc training d ata .T he classifier is best understood  vvith an example.
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Bayes Classifier: An Example

Consider thc data inTablc 10.4, vvliich is a subset o f th e  credit card prom otion database 
defined in Chapter 2. For our example, we use sex as the ou tput attribute whose value 
is to  be predicted.Table 10.5 lists the distribution (counts and ratios) o f  the ou tput at- 
tribute values for each input attribute. To demonstrate, Table 10.5 tells us that four 
males took advantage o f  the magazinc prom otion and that these four males represent 
tvvo-thirds o f  the total male population. As a second example,Table 10.5 indicates that 
three o f  the four temale dataset instances purchased the magazine prom otion.

Lct’s use the data inT able 10.5 together vvith Baves classifier to perform  a nevv 
classification. Consider the following nevv instance to be classified:

Magazine Promotion = Yes 
Watch Promotion = Yes 
Life Insurance Promotion = No 
Credit Card Insurance = No 
Sex = ?

We have tvvo hvpotheses to  be tested. O ne hvpothesis states the credit card holder 
is m ale.The second hvpothesis sees the instance as a female card holder. In order to de- 
term ine w hich hypothesis is correct, we apply Baves classifier to com pute a probability

Table 10.4 • Data for Bayes Classifier

Magazine Watch Life Insurance Credit Card

Promotion Promotion Promotion Insurance Sex

Yes No No No Male

Yes Yes Yes Yes Female

No No No No Male

Yes Yes Yes Yes Male

Yes No Yes No Female

No No No No Female

Yes Yes Yes Yes Male

No No No No Male

Yes No No No Male

Yes Yes Yes No Female
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Table 10.5 Counts and Probabilities for Attribute Sex

Magazine
Promotion

VVatch
Promotion

Life Insurance 
Promotion

Credit Card 
Insurance

Sex Male Female Male Female Male Female Male Female

Yes 4 3 2 2 2 3 2 1
No 2 1 4 2 4 1 4 3

Ratio: yes/total 4/6 3/4 2/6 2/4 2/6 3/4 2/6 1/4
Ratio: no/total 2/6 1/4 4/6 2/4 4/6 1/4 4/6 3/4

for each hypothesis. T he general equation  for com puting  the probabilitv that the indi- 
vidual is a rnale custom er is:

P (E  \ sex = male)P(sex = male)
P(sex = male E) =  — -------------- - (10.10)

P(E) V

Let’s start w ith  the conditional probabihts' P (E  | sex = wđ/e).This probability is 
com puted  by m ultiplying the  conditional probability values for each piece o f  evidence. 
This is possible ifw e  make the assumption that the evidence is independen t.T he over- 
all conditional probability is the product o f  the follow ing four conditional probabiUties:

Pfmagazine promotion = yes | sex = male) = 4 /6  
P(watcli promotion = yes | sex = tnale) = 2/6  
P(life insurance promotion = no | sex =  male) = 4 /6  
P(credit card insurance = no | sex = male) = 4 /6

These values are easily obtained as they can be read directly from  Table 10.5. 
Therefore the conditional probabilitA' for sex = male is com puted  as:

P (E  | sex = male) = (4 /6) (2/6) (4/6) (4/6)
=  8 /81

T he a priori probability, đenotcd in Equation 10.10 as P(sex = male), is die probabil- 
ity o f  a male custom er vvithout knovving the prornorional offering history o f  the instance. 
In  this case, the a priori probability is simply the fraction o f  the total population that is 
nrale. As there are slx males and four females, the a priori probability for sex = rnale is 3/5. 

G iven these tvv'o values, the num erator expression for Equation 10.10 becomes:

(8 /81) (3/5) ~  0.0593
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We novv have,

P(sex = male \ E) = 0.0593 /  P(E)

N ext, vve conipute the value for P(sex =female \ E) using the formula:

P(E  I sex = female)P(sex = female)
P(sex = female E) = -4— 1---------2-------— ---------------- - (10.11)

P(E)

We first com pute the conditional probability w ith values obtained directly fronr 
Table 10.5. Speci£ically,

P(magazine promotion = yes | sex =female) =  3 /4  
P(watch promotion =  yes \ sex =female) = 2 /4  
P(life insurattce promotion = no | sex =female) =  1 /4  
P(credit card insurance = no \ sex =fetnale) = 3 /4

T h e  overall conditional probability is:

P(E  | sex = femate) = (3/4) (2/4) (1/4) (3/4)
=  9 /128

As there are four females, the a p rio ri probability for P(sex = female) is 2 /5 . 
Therefore the num erator expression for Equation 10.11 becomes:

(9/128) (2/5) = 0.0281

W e now  have

P(seх  =female | E) = 0.0281 /  F(E)

Finally, because P(E) represents the probability o f  the evidence vvhether sex = male 
or sex = fetnale, the value is the same for bo th  com putations. This being the case, vve 
need no t concern ourselves vvith this value.Therefore because 0.0593 >  0.0281, Bayes 
classifier tells us the instance is most likely a male credit card customer.

Zero-Valued Attribute Counts

A significant problem vvith the Bayes’ technique is vvhen one o f  the counts for an at- 
tribute value is 0. For exarnple, suppose the num ber o f  females vvith a value o f  no for 
credit card insurance is 0. In this case, the num erator expression for P(sex = fetnale | E) 
vvill be O.This means that the values for all o ther attributes are irrelevant because апу 
multipHcation by 0 gives an overall 0 probabiliry value.

To solve this problem , vve add a small constant, k, to the num erator and denom i- 
nator o f  each com puted ratio.Therefore each ratio o f  the form  n /d  becomes
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n+ (k)(p)
— (10. 12) 

d + k

w here

k is a value betw cen 0 and 1 (usually 1)

p is chosen as an equal fractional part o f  the total num ber ot' possible values for 
the attribute. If  an attribu te has tw o possible values, p will be 0.5.

Let’s use this technique to recom pute the conditional probabihty P(E  | sex = 
jemale) for o u r previous exam ple. W ith  k = 1 and p  = 0.5, the conditional probability 
o f  the evidcnce given sex = fetuale com putes to:

(3 + 0.5) х  (2 + 0.5) х  (1 + 0.5) X (3 + 0.5)
   —   —  —     = 0.0176

5 х  5 X 5 X 5

Missing Data

Fortunately, missing data ltem s are not a problem  for Bayes classifier. To dem onstrate, 
consider the follovving m stance to be đassified by the m odel defined inT able 10.5.

Magazine Promotion = Yes 
VVatch Promotion = Unknoum 
Life Insurance Promotion = No  
Credit Card Insurance = N o  
Sex = ?

As the value o f  watch promotion is unknow n, we can simply ignore this attribute in 
o u r conđitional probability com putations. Ву doing so, we have:

P(E  | л>х =  male) = (4 /6 ) (4 /6) (4 /6 ) = 8 /2 7  
P(E  \ sex =female) = (3 /4 ) (1/4) (3 /4) = 9 /6 4  
P(sex = male \ E) = 0.1778 /  P(E)
P(scx = female \ E) = 0.05625 /  P(£)

As you can see, the effect is to  give a probability value o f  1.0 to the watch promo- 
tion attribute. This will result in a larger value for bo th  conditional probabihties. 
However, this is n o t a problem , because bo th  probability values are equally affected.

Numeric Data

N um eric  data can be dealt vvith in a similar m anner provided that the probability 
density function  representing the distribution  o f  the data is know n. I f  a particular nu-
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merical attribute is norm allv distributed, we use the standard probabilitv densitv func- 
tion shovvn in Equation 10.13.

f ( x )  = 1 /(0^271  ) е '(л" ц)" /{2° 2) (10.13)

vvhere
e = the exponentialfunction
|i  = the class mean for the given num erical attribute 
a  =  the class standard deviation for the attribute 
х  = the attribute value

Although this equation looks quite com plicated, it is very easy to apply. To 
dem onstrate, consider the data inTable 10.6. This table displavs the data inTable 10.4 
vvith an addeđ colunm  containing num erical attribute ауе.

Let’s use this nevv inform ation to com pute the conditional probabilities for the 
male and female classes for the follovving instance.

Magazine Promotion = Yes 
Watch Promotion = Yes 
Life Insurance Promotion = No 
Credit Card Insurance = No 
Age = 45 
Sex = ?

Table 10.6 • Addition of Attribute A g e  to the Bayes Classifier Dataset

Magazine
Promotion

Watch
Promotion

Life Insurance 
Promotion

Credit Card 
Insurance Age Sex

Yes No No No 45 Male

Yes Yes Yes Yes 40 Female

No No No No 42 Male

Yes Yes Yes Yes 30 Male

Yes No Yes No 38 Female

No No No No 55 Female

Yes Yes Yes Yes 35 Male

No No No No 27 Male

Yes No No No 43 Male

Yes Yes Yes No 41 Female
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For the overall conđitional probabilities vve have:

P(E | sex =  male) = (4 /6 ) (2/6) (4 /6) (4/6) [P(age = 45 \ sex = male)]
P(E | sex =female) = (3/4) (2/4) (1 /4) (3/4) [P(age = 45 \ sex =female)]

To determ ine the conditional probability for age given sex = male, vve assume age 
to  be norm allv distributed and apply the probabilitv density function. We use the data 
inT able 10.5 to  find the m ean and standard deviation scores. For the class sex = male 
vve have: 0  =  7.69, |i  = 37.00, and х  = 45. Therefore the probability that age = 45 
given sex = male is com puted  as:

P(age = 4 5 1 sex =  male) =  1 /  (л/Гл 7.69)о'_(45' 37 (к))2/[2(7'69)21 

M aking the com putation , vve have:

P(age = 45 \ sex = male) =  0.030

To determ ine the conditional probability for age given sex = female, we substitute 
O =  7.77, Ц =  43.50, and .v =  45. Specifically,

P(age = 4 5 1 sev = female) = 1 / (л/2тс7.77)е-И5-4з.5°)2/[2(7.Т7)2]

M aking the com putation , we have:

P(age=451 sex =female) =  0.050

We can now  determ ine the overall conditional probability values:

P(E  | scv =  male) = (4/6) (2/6) (4 /6) (4/6) (0.030) = .003 
P(E  | sex =female) = (3 /4 ) (2 /4 )( l/4 )  (3/4) (0.050) =.004

Finallv, applying E quation 10.9 vve have:

P(sex = male \ E) = (.003) (0.60) /  P(E) =  .0018 /  P(E)
P(sex =female | E) = (.004) (0.40) /  P(E) = .0016 /  P(E)

O nce again, we ignore P(E) and conclude that the instance belongs to the male class.

10.4 Clustering A lg o rith m s

In this section w e describe three unsupervised learner techniques. Each rnethod ofiers 
a unique approach for clustering data in to  disjoint partitions. A lthough  all three tech- 
niques are generally considered to be statistical, only the third m ethod  actually makes 
lim iting assumptions about the nature o f  the data.
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Agglomerative Clustering

A g g lo m e ra tiv e  c lu s te r in g  is a favorite unsupervised clustering technique. Unlike 
the K-M eans algorithm , vvhich requires the user to specify the num ber o f  clusters to 
be fortned, agglomerative clustering begins by assuming that each data instance repre- 
sents its ow n cluster.The steps o f  the algorithm  are as follows:

1. Begin by placing each data instance into a separate partition.

2. U ntil all instances are part o f  a single cluster:

a. D e te rm in e  the tvvo m ost sim ilar clusters.

b. M erge th e  clusters chosen  in p art a in to  a single cluster.

3. C hoose a clustering  fo rm ed  by on e  o f  the step 2 iterations as a final result.

Let s see how  agglomerative clustering can be apphed to the credit card prom o-
tion  database!

Agglomerative Clustering: An Example

Table 10.7 shovvs five instances frorn the credit card prom otion  đatabase described in 
C hapter 2.Table 10.8 ofi'ers the instance similarity scores com puted for the first itera- 
tion o f  algorithm  step 2(a). An instance-to-instance similarity score is com puted by 
first coundng  the total num ber o f  attribute-value matches betvveen tvvo instances.The 
total num ber o f  attribute com parisons then divides this total, giving the similarity 
measure. For example, com paring 1 vvith L, we have four matches and five compares. 
This gives us the 0.80 value seen in row I,. colunm  I  ofTable 10.8.

Table 10.7 • Five Instances from the Credit Card Promotion Database

Instance Income Magazine
Range Promotion

' i 40-50K Yes

'2 25-35K Yes

'з 40-50K No

25-35K Yes

's 50-60K Yes

Watch Life Insurance
Promotion Promotion Sex

No No Male

Yes Yes Female

No No Male

Yes Yes Male

No Yes Female
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Table 10.8 • Agglomerative Clustering: First Iteration

'z ' j '«

1.00

0.20 1.00

0.80 0.00 1.00

0.40 0.80 0.20 1.00

0.40 0.60 0.20 0.40

Step 2(b) requires a m erger o f  the t\vo m ost sim ilar clusters form ed in  the first it- 
eration. As table com binations /. -  /, and I  -  1, each shovv the highest sim ilaritv score. 
\ve can choose to  m erge /, \vith  /. o r choose to  m erge /, \vith /,.
T herefore after the first iteration o f  step 2(b), we have three single-instance clusters 
(/,, T . Q  and one cluster having tw o instances ( /  and /,).

N ext, \ve need a m ethod  to com pute cluster-to-cluster sim ilaritv scores. Several 
possibilities exist. For ou r example, we use the average sim ilarity o f  all instances in- 
volved in a single table com putation .T hat is, to  com pute a score for m erging the  clus- 
ter containing 1 and /  w ith  the cluster having /,, we divide 7 attribute-value matches 
by 15 com pares, giving a sim ilarity score o f  0 .47 .This similarity score is seen in row It 
co lunm  /,/, ofTable 10.9. N o te  that the table gives aU similarity scores for the second 
iteration o f  the algorithm .

Table 10.9 teUs us that the nex t iteration o f  the  algorithm  wiU m erge /4 w ith  /,. 
T heretore after the third iteration  o f  step 2, we have three clusters. O n e  cluster con- 
taining /4 and /,, a second cluster having /, and /., and the final cluster w ith  L as its 
only  m em ber.T he  m erg ing  o find iv iđual clusters continues until all instances are part 
o f  a single cluster.

T he final step, requ iring  the choice o f  a final clustering, is the m ost difficult. 
Several statistical as \vell as heuristic measures can be applied. T h e  foU oving are three 
sim ple heuristic techniques that w ork \veU in a m ajority  o f  situations. SpecificaUy,

1. Invoke the simUarity measure used to form  the  clusters and com pare the  aver- 
age w ith in-cluster sim ilarity to  the overaU sinularity o f  all instances in the 
dataset.The overall o r  dom ain sim ilaritv is sim plv the score seen w ith  the final 
iteration o f  the algorithm . In general, if  the average o f  the individual đuster 
sim ilarity scores shows a h igher value than the dom ain similaritv, w e have pos- 
itive evidence that the clustering is useful. As several clusterings o f  the algo- 
rithm  may show the desired quality, this technique is best used to  ehm inate 
clusterings rather than  to choose a final result.
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Table 10.9 • Agglomerative Clustering: Second Iteration

' ,  'з 'a
4.0?

' , ' з OJBrf

'a 0.33 1.00

'« 0.47 0.80

's 0.47 0.60

2. As a second approach, w e compare the similaritv \vithin each cluster to the sinti- 
laritv betvveen each cluster. For example, given three clusters, A, B, and C, we an- 
alyze cluster A by com puting three scores. O ne score is the vithin-class sinularity 
o f  the instances in cluster A .The second score is obtained by com puting the sim- 
ilarity score seen w hen aU the instances o f  cluster A are com bined w ith the in- 
stances o f  B. T he diird score is the similarity value obtained by grouping the 
instances o f  cluster C  w ith  those o f  cluster A.We expect to see the liighest scores 
for within-class similarity computauous. As w ith the first technique, several clus- 
terings o f th e  algorithm may sho\v the desired quahty.Therefore the technique is 
best used to eliminate đusterings rather than to choose a final result.

3. O n e  useful measure to be used in  conjunction \vith the previous techniques is 
to  exam ine the rule sets generated by each saved đustering . For example, le t’s 
assume 10 iterations o f  the algorithm  are initially perform ed. N ex t, supposc 5 
o f  the 10 clusterings are ehm inated by using one o f  the previous techniques. 
To apply the current m ethod. \ve present each clustering to  a rule generator 
and exam ine the rules created from  the individual clusters. T h e  clustering 
sho\ving a best set o f  defining rules is chosen as the final result.

Provided that certain assumptions can be made about the data, a statistical analvsis 
may also be applied to help deterrnine \vhich o f  the clusterings is a best result. O ne 
conunon  statistical test used to select a best partitioning is the B ayesian  In fo rm a tio n  
C r i te r io n  also kno\vn as the B IC . T he BIC  requires that the clusters be normally dis- 
tribu ted .T he  BIC gives the odds for one m odcl against another model assuming that 
neither model is mitially favored (Dasgupta and Raftery, 1998).

General Considerations

Agglom erative clustering creates a hierarchy o f  clusterings by iterativelv m erging 
pairs o f  clusters. A lthough we have lim ited ou r discussion here, several procedures for 
com puting  cluster sim ilarity scores and m erg ing  clusters exist. Also, w hen data are
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real-valued, defining a m easure o f  instance sim ilarity can be a challenge. O n e  com - 
m on  approach is to  use sim ple Euclidean distance.

A widespread application o f  agglomerative clustering is its use as a prelude to 
o the r clustering techniques. For example, the first iteration o f  the K -M eans algorithm  
requires a choice to r initial cluster means. In the usual case, the choice is m ade in a 
random  or arbitrary m anner. However, the initial selection can have a marked effect 
on goodness o f  the final clustering. Therefore to increase ou r chance o f  obtaining a 
best final clustering, we first applv agglomerative clustering to  create the same num ber 
o f  clusters as that chosen for the K -M eans algorithm . N ext, w e com pute the cluster 
means resulting from the agglomerative technique and use the m ean scores as the ini- 
tial choice for the first K -M eans clustering (M ukherjee et al., 1998).

Conceptual Clustering

Conceptual clustering is an unsupervised clusterjn g  technique that incorporates in- 
crem ental learning to form  a hierarchy o f  concepts. T he concept hierarchy takes 
the form  o f  a tree structure vvhere the root node represents thc highest level o f  concept 
generalization.Therefore the root node contains sum m ary inform ation for all dom ain 
instances. O f  particular interest are the basic-level nodes o f  the tree. T h e  basic-level 
nodes are interesting in term s o f  hum an appcal and understanding. An appropriate 
measure o f  cluster quality forms these basic-level nodes at the first o r second level o f  
the concept tree .T he following is a standard conceptual clustering algorithm:

1. C reate a cluster vvith the first instance as its onlv  m em ber.

2. For each rem aining instance, take one o f  tvvo actions at each level o f  thc tree:

a. Place the nevv instance into an existing cluster.

b. C rea te  a nevv concep t clustcr having th e  presen ted  instance as its onlv
ineinber.

T he algorithm  clearlv shows the increm ental nature o f  the clustcring process.That 
is, each instance is presented to  thc cxisting concept hierarchy in  a sequential manner. 
N ex t, at each level o f  the hierarchy, an evaluation function is used to m ake a dccision 
about vvhether to  incluđe the instance in an existing cluster o r to  create a nevv cluster 
vvith the nevv instance as its only m em ber. In the nex t section we describe the evalua- 
tion function used by a vvell-knovvn probabihty'-based conceptual clustering system.

Measuring Category U tility

CO I3W EB  (Fisher, 1987) is a conceptual clustering m odel that stores know ledge in a 
concept hierarchy. C O B W E B  accepts instances in attribute-value form at w here at-
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tribute values must be categorical. C O B  W EB ’s evaluation fim ction has been shovvn to 
consistently deternurie psvchologicallv preferred (basic) levels in hum an classification 
hierarchies. The ev'aluation fimction is a gencralization o f  a measure knovvn as c a te -  
g o ry  u tility . T he category utility fimction measures the gain in the “expected num - 
b er’’ o f  correct attribute-value predictions for a specific object if  it vvere placed w ithin 
a given category.

T he formula for category utilin,' includes three probabilities. O n e  measure is the 
conditional probabihty o f  attribute A t having value K. given m em bership m class 
C fe,denoted as P(At = F  | C J .T h is  is the formal definition o f  attribute-value pre- 
dictabilitv introduced in Chapter 4. Recall that if  the value o f  P(At = V  | C J  = 1, vve 
can be certain that each instance o f  class C. vvill always have K as the value for attribute 
A  . A ttribute .4 having value V T j s  said to be a necessary condition for defining class C , 
T he second probability, P(Ct \ A . = K ) is the conđitional probabihtv that an instance is 
in class Ct giv'en that attribute Л  has vralue K .This is the definition o f  attribute-value 
predictiveness described in Chapter 4. If  the value o f  P(C, | A t = K ) is 1, vve knovv 
that if  A  has value K , the class containing tliis attribute value pair must be C k. 
A ttribute Л_ having value K(j is said to be a sufficient condition for defining class C .

These probability measures are com bined and sununcd across all v'alues o f  i,j, and 
k to  describe a heuristic measure o f  partition quality. Specificahy,

I I I  т = У ,ј )  Р (С к \А г К }) P (ArV„\ С к ) (10.14)
к i j

T he probability P(A = K.) ahows attribute values that are seen frequently to play 
a m ore im portant part in m easuring partition quality. U sing the expression for parti- 
tion cjualitv', categorv utihtv is defined by the formula:

I  Р(Ск) 1 1  Р(Л= Kj\ c f  - 1 1  P(A=v/
 C j.--------------------------------------------  (10.15)

K
T he first num erator term  is the previously described partition-quality  expression 

stated in an alternative form  through the application o f  Bayes rule. T he second term  
represents the probabilitv o f  correcdy guessing attribute values w ithou t апу category 
knovvdedge.Thc division by K  (total num ber o f  classes) ahovvs C O B W E B  to consider 
variations in the total num ber o f  form ed clusters.

Conceptual Clustering: An Example

To illustrate the process used by C O B W E B  to buhd a concept hierarchy, consider thc 
hierarchv shovvn in Figure 10.5 created by C O B W E B  vvhen presented vvith thc in- 
stances inT ib le  10.10. Let’s suppose w e have a new  instancc to be placed in the hier- 
archv. T he instance enters the hierarchv at root node N, and N s statistics are updated 
to reflect the addition o f  the ncvv instance. As the instance enters the second level o f
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Figure 10.5 • A COBVVEB-created hierarchy

C olor

Nuclei

the  hierarchy, COBW E13 s evaluation fim ction chooses one o f  four actions. If  the new  
m stance is similar enougli to  one o f  Л’ , N „  o r Л'., the instance is incorporated  in to  the 
preferred node and the instance proceeds to  the second level o f  the hierarchv through 
the chosen path. As a second choice, the evaluation function  can đecide that the new  
instancc is un ique enough to  m erit the creation o f  a new  first-leveLcpncept node. 
T his being the case, the instance bccom es a first-Ievei concept node and the classifica- 
tion  process term inates.

C O B W E B  allows tw o o ther choices. In one case, thc system considers m erging 
the tw o best-scoring  nodes in to  a single node. T h e  laitTibssibilitv actualIy removes the 
best-scoring node ffom the hierarchy. These final tw o choices are to help modify 
nonoptim al hierarchies that can result ffom skewed instance presentation. If  either 
choice is made, the m erge o r delete operation is processed and the new  instance is once 
again presented for classification to the m odified hierarchy.This procedure continues at 
each level o f  the concept tree until the new  instance becom es a term inal node.

As a final po in t, notice that all predictiveness and predictability scores are com - 
pu ted  w ith  respect to  the parent node. For example, the predictiveness score o f  1.0 for 
tiuclei = two found in  N . reflects the fact that aU instances incorporated  in to  N, with 
ttuclei = two have foUowed the  path from N. to  N 3.
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Table 10.10 • Data for Conceptual Clustering

Tails Color Nuclei

*1 One Light One

'г Two Light Two

'i Two Dark Two

*4 One Dark Three

'5 One Light Two

'б One Light Two

'i One Light Three

General Considerations

A lthough we have hm ited our discussion to  C O B W E B , several o ther conceptual clus- 
tering  systems have been developed. CLASSIT (Gennari, Langley, and Fisher, 1989) is 
a conceptual clustering system that uses an extension o f  C O B W E B ’s basic algorithm 
to build a concept hierarchy and classify instances. T he tw o models are veiy similar 
vvith thc exception that CLASSIT’s evaluation function is an eguivalent transforma- 
tion  o f  C O B W E B ’s categorv utilitv for real-valued attributes. Therefore lndivicfual 
concept nodes store attribute m ean and standard deviation scores rather than  attribute 
value probabilities.

Like C O B W EB , CLASSIT is particularly appeahng as its evaluation function has 
been shovvn to consistently determ ine psvchologicaUv preferred levels in  hum an clas- 
sification hierarchies. In addition,Jx>th_CO BW EB and CLASSIT lend themselves 
w eU to explaining the ir behavior because each tree node contains a com plete concepf 
description at some level o f  abstraction.

Ćonceptual clustering systetns also have several shortcomings. A major problem vvith 
conceptual clustering systems is that instance otdering can have a marked impact опТКеГ 
results o f  the dustering. A nonrepresentative ordering of the instances can le.id to ,i less 
than opthnal result. Člustering svstems such as C O B W EB  and CLASSIT use special op- 
erations to merge and split clusters in an attem pt to  overcome this problem. Hovvever, thc 
results o f  these techniaues have not been shown to be successfiil in aU cases.

Expectation Maximization

T he EM (expectation-maximization) algOTithin (Dempster, Laird, and Rubin, 1977) is a 
statistical technique that makes use ofthe'finitejGaussian mixtures m odel.A  m ix tu re  is a 
set o f  п probabilitv distributions vvhere each distribution represents a cluster.The imxtures



316 Chapter 10 •  Statistical Technigues

jW- '4 ш)

inodcl assigns cach individual data instance a probability (rather than a specific cluster) 
that it would have a certain set o f  attribute values given it was a m em ber o f  a specified 
cluster. Thc mixmrcs model assumes ah attributes to be independent random  variables.

T hc EM  algoritlmi is similar to the K-M eans procedure in that a set o f  parameters 
are recom plited until a desircd convergence value is achieveđ. In the simplest case, n =  2, 
the probabihty distributions are assumed to be normal, and data instances consist o f  a sin-
gle real-valued attribute. A lthough the algorithm can be applied to datasets having апу
num ber o f  real-valued attributes, vvc limit our điscussion here to this simplest case and 
providc a general example in  the next section. Using the tvvo-class, one-attribute sce- 
nario, the jo b  o f  the algorithm  is to detcrm ine the value o f  five parameters. Specifically,

•  T h e  m ean and standard dcviation for cluster 1

• T h e  m ean and standard deviation for cluster 2 

T h e  sam phng probabihty P  for clustcr 1 (thc probability for cluster 2 is 1 -  P)

T h c  general procedurc used by EM  is as follovvs:

1. Guess initial values for the five param eters

2. U ntil a specified term ination  crite rion  is achieved:

-Гу-ј^ЛДа. U se the probability  density function  for norm al d istribu tions (Equation 
C  10.13) to  co m p u te  the cluster probabilitv  fo r each instance. In the tw’o-

cluster case, vve have two probability d istribution form ulas, each w ith  dif- 
fering m ean and standard deviation values. 

b. U se the  probabilitv  scores assigned to  each instance in  step 2(a) to  reesti- 
rnate the five parameters.

T h e  algorithm  term inates w hen  a form ula that measures cluster quality no  longer 
shovvs significant increases. O n e  measure o f  cluster quality is the likelihood that the 
data came from the dataset determ ined by the clustering. H igher likelihood scores rep- 
resent m ore optim al clusterings.

The EM A lgo rithm : An Ехатр1е

EM  allovvs us to  choose the num ber o f  clusters to  be forined or vve can tell EM  to de- 
~ТегтТпе^Т Јеу О ттНгипгтРг1ттегргл~Т1Лт1р~ТТЈ 11 shovvš rhe refriltTbTan appliration o f  

the EM  algorithm  vvhere vve instructed EM  to form  three clusters for the gannna-ray 
burst dataset described in C hap ter 4. Recall that the dataset contains a total o f  six real- 
valued attributes. We lim ited the  experim ent to the th ree m ost predictive attributes

10.4 •  Clustering Algorithms 317

Table 10.11 • An EM Clustering of Gamma-Ray Burst Data

Cluster 0 Cluster 1 Cluster 2

# Instances

Log Fluence 

Mean 

SD

Log HR321 

Mean 

SD

Log T90 

Mean 

SD

518

-5.6670

0.4088

0.0538

0.3018

1.2709

0.4906

340

-4.8131

0.5301

0.2949

0.1939

1.7159

0.3793

321

-6.3657

0.5812

0.5478

0.2766

-0.3794

0.4825

(M ukherjee et al., 1998). T he chosen attributes are givcn in the table as Log Fluence 
(burst brightness), Log Hr32 t (burst hardness), and Lot> T 9 0  (burst leng th ).T he  table 
clearly shows that EM form ed three distinct ganuna гау burst clusters. C luster 0 con- 
tains bursts o f  interm ediatc length and brightness. C luster 1 has the longest bursts, and 
cluster 2 contains the shortest and hardest bursts. In addition to  the sum m ary data 
shovvn in Table 10.11, EM  offers a final likelihood score and tells us the cluster num - 
ber associated w ith each data instance.

General Considerations

EM  im plem ents a statistical m odel that is guaranteed to converge to  a m axim um  like- 
hhood  score. However, the m axim um  may no t be global. For this reason, several appli- 
cations o f  the algorithm  may be necessary to achieve a best result. As initial m ean and 
stanđard deviation scores selected by the algorithm  affect the final result, an  alternative 
technique such as agglomerative clustering is often initiallv applied. EM then uses thc 
m ean and standard deviation values for the clusters determ ined by the preliminary 
technique as initial param eter settings.

A lack o f  explanation about vvhat has been  discovered is a problem  vvith EM as 
it is vvith шапу clustering systems. For this reason, o u r suggested m ethodology o f  
using a supervised m odel to analyze the results o f  an unsupervised clustering is of- 
ten appropriate.
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D ata m ining has its foundations in the fields o f  statistics and a specialized area vvithin 
Artificial Intelligcnce (AI) knovvn as m achine learning. Each field has its ovvn set o f  
rules and techniques for inductive problem  solving. A fiindam ental difierence betvveen 
a statistical technique and a m achine learning technique is in the assumptions or lack 
th e re o f  about the nature o f  thc data to be processed. As a general rule, a statistical 
technigue assumes an underlying d istribution for the data. A frequent assum ption is 
that the data are norm alIy d istribu ted .T he  soundness o f  a statistical technique vvhen 
applieđ to <i particular dataset is dependent upon vvhether the underlying assumption 

‘I is vahd. O n  the o ther hand, m achine learning techniques do no t make assumptions 
about the data to  be processed. Beyond this, there is m uch disagreem ent about the dif- 
ferences betvveen statistical and m achine learning techniques.

O n e  vvay o f  vievving the issue is to  group inductive techniques into three general 
categories. W e can then  coinpare categorical features to  better understand similarities 
and difierences betvveen thc techniques. H ere is one way to  categorize inductive 
problem -solving methods:

•  Q u ery  and visuafization techniques

•  M achine learning techniques

•  Statistical techniques

L et’s exam ine each category in m ore detail.

Query and Visualization Techniques

Q u erv  and visualization techniqucs generally fall into one o f  three groups:

•  Q u ery  tools

•  O LA P tools

•  Visualization tools

T h e  m ain difierence betvveen q u ery /O L A P  techn ig u es. and data m ining tech- 
niques (statistical o r nonstatistical) is that the form er are excellent tools for reporting  
about data but are unable to  find hiđdeu pattcms m data.To use these techniques vve 

r tnust first  know j H iat vve are look ing  for.
Visuahzation tools represent data graphically. Usefi.il visualizations include hierar- 

chical structures such as decision trees, bar and pie charts, tvvo- and three-dim ensional 
histograms, maps, surface plot diagrams, as vvell as m anv others. Data visualization is
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often applied aftcr a đata m ining process to help us understand w hat has been discov- 
ered. Softvvare packages such as M icrosoft Excel and SPSS have several visualization 
tools to  help in terpret the ou tpu t o f  a data m ining session.

Machine Learning and Statistical Techniques

T he distincdon betvveen m achinc learning techniques and statistical techniques is not 
clear. М апу m aclnne learning m ethods c a n b e  thought o f  as starisdcal techniques be- 
cause they use at least some com poncnt o f  statisrical inference to  create models o f  
đatasets.This is particularly true vvith neural netvvorks. Hovvever five points o f  com - 
parison do seem to disringuish the tvvo m ethods:

1. Statistical techniques typically assume an underlving distribu tion for the data 
whereas m achine learning techniques do not.

2. M achine learning technigues tend to  have /h u m a n  flavorjto their knovvledge 
structure. M .'chm e learning m ethods such as decision trees and production 
rules contain knovvledge that is. easv for us to interpret. Neural netvvorks are 
actually based on  a simple m odel o f  the hum an brain .T he ou tpu t o f  many sta- 
tisrical technigues is ihathcmarical structure, 5uch as an equation whose 
m eaning may be difficult to interpret.

3. M achine learning tcchniqu.es arc better able to deal vvith missing and noisy 
data. Neural netvvorks аге particularly good at building models in very noisy 
environm cnts. Statisrical techniques usuallv require the eliminarion o f  data in- 
stances containhig noise.

4. M ost machine learning techniques are able to explain their behavior vvhereas 
statistical techniques are not. N eural networks are an exception to  the  rulc in 
that thev cannot state vvhat has been learned in a form  understood by humans.

5. Statisrical techniques can deal w ith small- and m odest-sized datasets but have 
trouble vvith large-sized data.This is true because large đatascts are m orc likclv 
to  contain noise. Also, many statistical m ethods atternpt to model data m a lin- 
ear fashion. As a dataset mcreases in size, the possibilitv o f  an accurate linear 
m odel becomes unlikelv.

O n e m isconception is that m odel speed is a distinguishing factor betvvecn statisti- 
cal and m achine learning methods. Statistical m ethods are thought to be m ore com - 
putarionally intense than m achine learning m ethods. C o m p utational com plexity 
depends enrirely on the specific technigue. n o t on  w hether ог n o t the technigue is 
sTatistical. Probably the most serious m isconception is that statistical tests cannot be 
used to determ ine significance o f  ou tcom e for a data m ining session unless the data
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m ining  technique is statistical. In fact, we have seen that statistical tests can usuallv b e 
applied to help analvze the results o f  a data m ining session regardlcss o f  w hether the 
apphed m odel vvas built vvith a statistical o r m achine learning technique.

10.6 C h a p te r  S u m m a ry

D ata m ining techniques com e in m anv shapes and forms. A favorite statistical tech- 
n ique for estim ation and prediction  problem s is linear regression. Linear rcgression at- 
tem pts to m odel the variation in a dependent variable as a Hnear com bination o f  one 
o r m ore independen t variables. Linear regression is an appropriate data m ining strat- 
egy w hen  the relationship betvveen thc dependent and independent variables is nearly 
lincar. M icrosoft Excel’s L IN EST fim ction provides an easy m echanism  for perform - 
ing m ultiple linear regression.

Linear regression is a p o o r choice w h en  the ou tcom e is binary. T he problem  lies 
in  the fact that the value restriction placed on the dependent variable is no t observed 
by the regression equation. T hat is, because linear regression produces a straight-line 
function, values o f  the dependent variable are unbounded  in bo th  the positive and 
negative directions. For the tw o-ou tcom e case, logistic regression is a better choice. 
Logistic regression is a nonhnear regression technique that associates a conditional 
probability value w ith  each data instance.

Bayes classifier offers a sim ple yet povvertul supervised classification technique. 
T h e  m odel assumes all input attributcs to be o f  equal im portance and independent o f  
one another. Even though  these assumptions are likely to  be false, Bayes classifier still 
vvorks quite vvell in practice. Bayes classifier can be applied to  datasets containing both  
categorical and num eric data. Also, unlike m any statistical classifiers, Baves classifier 
can be applrcd to datasets contain ing a w ealth o f  missing items.

A gglom erative clustering is a favorite unsupervised clustering technique. 
Agglomerative clustering begins by assuming each data instance represcnts its ovvn 
clustcr. Each iteration  o f  the algorithm  m erges the m ost similar pair o f  clusters.The fi- 
nal iteration sees all dataset item s contained in a single cluster. Several options for 
com puting  instance and cluster sim ilaritv scores and cluster m erging procedures exist. 
Also, vvhen the data to be clustered is real-valued, defining a m easure o f  instance sim - 
ilarity can be a challenge. O n e  co n u n o n  approach is to  use simple Euclidean distance. 
A vvidespread apphcation o f  agglom erative clustering is its use as a prelude to  o ther 
clustering techniques.

C onccptual clustering is an unsupervised technique that incorporates increm ental 
learning to form  a hierarchy o f  concepts. T h e  concept hierarchv takes thc form  o f  a 
tree structure vvhcre the root node represents the highest level o f  concept generaliza- 
tion. C onceptual clustering systems are particularlv appeahng because the trees they 
form  have been  shovvn to consistently dcterm ine psychologically prefcrred levels in 
hum an đassification hierarchies. Also, conceptual clustering systems lend themselves
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vvell to  explaining the ir behavior. A m ajor problem  vvith conceptual clustering systems 
is that instance ordering can have a marked im pact on the results o f  the clustering. A 
nonrepresentative ordering o f  data instances can lead to  a less than optim al clustcring.

T he EM  (cxpectation-maximization) algorithm  is a statistical technique that makes 
use o f  the finite Gaussian mixtures model. T he mixturcs m odel assigns each inđividual 
data instance a probability that it vvould have a certain set o f  attribute values given it 
vvas a m em ber o f  a specified cluster.The rnodel assumes all attributes to  be independent 
random  variables.The EM  algorithm is similar to the К -М еаш  procedure in that a set 
o f  paramctcrs are recom puted until a desiređ convergence value is achieved. A lack o f  
explanation about vvhat has been discovered is a problem vvith EM  as it is  vvith many 
clustering systems. Applying a supcrvised nrodel to analyze the results o f  an unsuper- 
vised clustering is one technique to help explain the rcsults o f  an EM  đustering.

10.7 K e y T e rm s

A priori probability. T h e probability a hvpothesis is true lacking evidencc to sup- 
port or reject the hypothesis.

A gglom erative clustering. A n unsupervised techn ique vvhere each data instance 
initially represents its ovvn cluster. Successive iterations o f  the algorithm  m erge 
pairs o f  highly similar clusters until all instances becom e m em bers o f  a single clus- 
ter. In the last step, a decision is made about vvhich clustering is a best final result. 

Basic-level nodes. T h e nodes in a concept hierarchy that represent conccpts easily 
identified by hum ans.

Bayes classifier. A supervised learning approach that classifies nevv instances by us- 
ing Baves theorem .

Bayes theorem . T he probabilitv o f  a hvpothesis givcn som e evidence is equal to the 
probability o f  the evidence given the hypothesis, times the probabilitv o f  the hy- 
pothesis, divided by the probability o f  the evddence.

Bayesian Inform ation Criterion (BIC). T he BIC gives the posterior odds for one 
data m ining model against another model assuming neither model is fav'orcd initially.

C ategory utility. An unsupervised evaluation function that measures the gain in the 
“ expectcd num ber” o f  correct attribute-value predictions for a specific object if i t  
vvere placed vvithin a given categor}' or cluster.

C oefficien t o f  determ ination . For a regression analysis, the correla tion  betvveen 
actual and estimated values for the dependent variable.

C oncept hierarchy. A tree structure vvhere each node o f  the tree represents a con- 
cep t at som e level o f  abstraction. N odes tovvard the top  o f  the trec are the most 
general. Leaf nodes represent individual data instances.
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C o n c e p tu a l  c lu s te r in g .  A n increm ental unsupervised clustering  m ethod  that cre- 
ates a concept hierarchy from  a set o f  input instances.

C o n d i t io n a l  p ro b a b ility . T h e  conditional probabihtv' o f  evidence E  given hvpothe- 
sis H  denoted  by P{E \ H ), is the probability E  is true  given H  is true.

In c re m e n ta l  le a rn in g . A fo rm  o f learning that is supported in  an unsupervised en- 
v iro n m en t w here  instances are presen ted  sequentially. As each  new  instance is 
seen, the learning m odel is m odified to  reflect the addition o f  the new  instance.

L in e a r  re g re ss io n . A statistical technique that models the variation in  a num eric de- 
pcndcn t variablc as a linear com bination  o f  one or several independent variables.

L o g is tic  re g re s s io n . A nonlincar regrcssion tcchnique for problem s having a binarv 
ou tcom e. A created regression equation  limits the values o f  the  o u tp u t attribu te 
to values b e tv e e n  0 and l.T ln s  allows o u tpu t values to represent a probability o f  
class m em bership.

L o g it .  T h e  natural logarithm  o f  the ođds ratio  p(y  = 1  | х) /  [ 1 — p(y  = 1  | х)]. 
p(y  = 1  | х) is the conđitional probability  that the value o f  the linear regression 
equation determ ined  by feature vector х  is 1.

M ix tu re . A set o f  n probability  d istribu tions w here each d is tribu tion  represents a 
cluster.

M o d e l tree . A decision tree w here each leaf node contains a linear regression equation.

R e g re s s io n . T h e  process o f  developing an cxpression that predicts a num eric  o u tpu t 
value.

R e g re s s io n  tree . A decision tree w here leaf nodes contain  averaged num eric values.

S im p le  lin e a r  re g re ss io n . A regression equation w ith  a single independen t variable.

S lo p e - in te rc e p t f o rm . A linear cquation o f  the form  у  = ах + b w here a is the slope 
o f  the line and b  is the y-intercept.

10.8 Exercises

Revievv Questions

1. Differentiate betvveen the followdng:

a. Simple and m ultiple linear regression

b. Linear and logistic regression

c. R egression tree and m odel tree

d. A p rio ri and conditional probability

2. R eview  the algorithm  given in C hap ter 4 used by ESX  to perform  unsuper- 
vised clustering. C om pare the ESX algorithm  vvith the algorithm  for concep-
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tual clustering described in this chapter. H ow  do the algorithms differ? H ow  
are they the same?

3. Com parc and contrast conceptual and agglomerative clustering. M ake a list o f  
similarities and differences betvveen the tw o approaches.

Data Mining Questions

This exercise uses the L IN EST function and the cardiologv patient dataset.

a. O pen the CardiologyNumcrical.xls data file located in the samples directory.

b. Сору the data into a new  sprcadsheet and delete the second and third rows.

c. Delete all columns excepting the colum ns for angina, slope, thal, and class.

d. Apply the LINEST function to crcate a linear regression m odel w ith  de- 
pendent variable class using the f in t 200 data instances.

e. Pick two o r three instances no t used for training and manuallv apply the 
regressior equadon created by the LIN EST function. Does the cquation 
correctlv elassifv the instances?

Visit the Web site http://members.aol.com/johnp71/logistic.html and perform  a 
logistic regression using the data selected in the previous question. Pick txvo 
or three instances not uscd for training and manually applv the logistic equa- 
tion. Does the equation correctlv classify thc instances?

Use ESX to cluster the gam m a гау burst dataset into three clusters. W rite a 
description sum m arizing the characteristics o f  each o f  the three clusters. 
Com pare the sum m ary statistics seen in Table 10.10 w ith vour results. H ow  
are the đusterings similar? H ow  do thev differ?

Computational Questions

1Г  Consider the data below. T h e  data represents approxim ate Јапиагу 1 and June 
1 adjusteđ closing stock prices for the NYSE с о т р а п у  E M C  C orporation  
during  the vears 1996 through 2001.

Јапиагу 1996 $2.34 June 1996 $2.26

Јапиагу 1997 $4.63 June 1997 $4.77

Јапиагу 1998 $7.97 June 1998 $10.96

Јапиагу 1999 $26.64 June 1999 $26.91

Јапиагу 2000 $52.48 June 2000 $75.30

Јапиагу 2001 $74.37 June 2001 $31.45

l a b  Denotes exercise appropriate for a laboratory sctting.

http://members.aol.com/johnp71/logistic.html
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a. P lo t the po in ts using  a tw o-d im ensional coord inate  svstem. P lo t price on  
the A'-axis and уеаг on  the y-axis. D oes the relationship appear linear?

b. D e te rm in e  a sim ple linear regression eq u a tio n  to  p red ic t E M C ’s future 
stock price. Use the equations in  Section 10.3 to manually develop the re- 
gression equation  o r apply Excels L IN EST function.

c. Apply the equa tion  developed in  part b to  determ ine th e  p rice o f  E M C  
stock fo rJanuary  2002.T h e  actual price o fE M C  stock опЈапиагу 1,2002 
was approxim atcly  S14.00. H o w  accurate was уоиг pred ic tion? W h a t do 
уои conclude?

R epeat the previous exercise using the logistic regression im plem entation  at 
the Web site http://members.aol.com/johnp71/logistic.html.

Use the data contained  inT able 10.4 to fill in the counts and probabilities in 
the follow ing table.T he ou tpu t attribu te is life insurance promotion.

Magazine VVatch Credit
Promotion Promotion Insurance Sex

Life Insurance Yes No Yes Yes No Yes No
Promotion

Yes

No

Ratio: yes/total 

Ratio: no/total

a. Use the com pleted  table to g e th er w ith  Bayes classifier to  d e term in e  the 
value o f  life insurance promotion for the follow ing instance:

Magazine Promotion = Yes 
Watch Promotion = Ycs 
Credit Card Insurance =  No  
Sex = Female
Life Insurance Promotion = ?

b. R epea t part a, bu t assurne that the gender o f  the custom cr is unknow n.

c. R ep ea t part a, b u t use E q u atio n  10.12 vvith k  =  1 and  p  =  0.5 to  deter- 
m ine the value o f  life insurance promotion.

4. C reate tables to  com plete the agglomerative clustering exam ple described in 
Section 10.4. C hoose one o f  the techniques presented in Section 10.4 to pick 
a best clustering. As an alternative, đevelop уоиг own tne th o d  to  make the 
choice. Explain w hy уоиг choice represents a best clustering.
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Consider the new  instance /s w ith  the attribute values listed below  to be 
added to the concept hicrarchy in Figure 10.5.

Tails = Two 
Color = Dark 
Nuclei =Two

a. Show the updated probability values for the roo t nodc once the instance 
has been entered into the hierarchv.

b. Add the new  instance to node n2 and show the updatetl probabilitv values 
for all affected nodes.

c. R ather than having the instance becom e part o f  node и„ assurne the in- 
stance creates a new  first-level node. Add the new  node to  the hierarchv 
and show  thc updatcd probabilit)' values for all affected nodes.

http://members.aol.com/johnp71/logistic.html


Chapter

Specialized Techniques

Chapter Objectives

► Know how  to perform a time-series analysis.

► Know how  data m in ing  can be used to discover hidden 
patterns in data recorded about the clickstream  activ ity o f 
W eb site visitors.

► Know hovv data m in ing  is used to automate W eb site 
evaluation and adaptation.

► Understand how data m in ing  is em ployed to  present W eb 
users w ith  in form ation that interests them w ithou t requ iring 
them to ask for it directly.

► Understand that textual data m in ing  concerns itself w ith  
extracting useful patterns from  unstructured text.

► Understand hovv and when bagging, boosting, and instance 
typ ica lity  can be used to im prove the perform ance ot' 
supervised learner models.
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In this chapter \ve overview several specialized data m ining techniques. In Section
11.1 we introduce tim e-series analvsis and show how  neural netvvorks and linear re- 
gression are used to solve tinie-series problem s. In Section 11.2 w e show how  data 
tn in ing is used for W eb site evaluation, personalization, and adaptation. Section 11.3 
ofFers a b rie f overview  o f  textual data m ining. Section 11.4 presents threc m ethods 
that, in som e cases, can improve the classiftcation correctness o f  supervised learner 
models. T he first tw o m ethods use a m ultim odel approach to im prove perform ance. 
T he third m ethod  attem pts to  build  im provcd learner models by selecting a best set o f  
training instances.

11.1 T im e -S e rie s  Analysis

I O ftentim es, the data we wish to  analyze contains a tirne dim ension. P rediction  appli-
II cations w ith  one o r m ore tim e-đependen t attributes are caUed tim e -s e r ie s  p r o b -  
I’ le m s . T im e-series analysis usually involves predictingTium eric o u tco in e^ such as thc

future price o f  an individual stock or the closing price o f  a stock index. T hree  addi- 
tional applications suitable for tim e-scries analysis include:

•  Tracking individual custom ers over tim e to determ ine if  they are likelv to te rm i- 
nate the use o f  the ir credit card

•  P redicting the likelihood o f  autom otive engine failure

•  Predicting the weekly rushing yards o f  an N FL running  back

M uch o f  the w ork w ith tim e-dependen t data analysis has been statistical and lim - 
ited to  predicting the future value o f  a single variablc. Hovvever, we can use bo th  sta-

The stock index dataset contains a time-series 
representation of average weekly closing prices 
for the Nasdaq and Dow Jones Industrial 
Average indices for the first 49 weeks of the 
уеаг 2000. The dataset is interesting because it 
represents real data that can be used to de- 
velop and test time-series models for predict-

ing stock market trends.
See Appendix B for a com- 
plete descripticn of the attri- 
butes in the dataset as well as more 
information about how to expand the original 
data. The dataset is found in the iDA samples 
directory under the title NasdaqDow.xls. ■
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Table 11.1 • Weekly Average Closing Prices for the Nasdaq
and Dow iones Industrial Average

Week Nasdaq
Average

Dow
Average

Nasdaq-1
Average

Dow-l
Average

Nasdaq-2
Average

Dow-2
Average

200003 4176.75 11413.28 3968.47 11587.96 3847.25 11224.10
200004 4052.01 10967.60 4176.75 11413.28 3968.47 11587.96
200005 4104.28 10992.38 4052.01 10967.60 4176.75 11413.28
200006 4398.72 10726.28 4104.28 10992.38 4052.01 10967.60
200007 4445.53 10506.68 4398.72 10726.28 4104.28 10992.38
200008 4535.15 10121.31 4445.53 10506.68 4398.72 10726.28
200009 4745.58 10167.38 4535.15 10121.31 4445.53 10506.68
200010 4949.09 9952.52 4745.58 10167.38 4535.15 10121.31
200011 4742.40 10223.11 4949.09 9952.52 4745.58 10167.38
200012 4818.01 10937.36 4742.40 10223.11 4949.09 9952.52

tistical and nonstatistical data m ining tools for tim e-series analvsis 
variables. Fortunately, we are able to apply the same techniques we 
m ining apphcations to  solve tim e-series problems. O u r ability to succeed is deter- 
m ined to a large extent by the availability o f  relevant attributes and instances, as vvell as 
by thc difficulty o f  the problem at hand.

An Example with Linear Regression

Table 11.1 shovvs a tim e-scries representation o f  averagc vveeklv closing prices for the 
Nasdaq and D ow Jones Industrial A verage.The first rovv o f  the table displays the aver- 
age closing price on the Nasdaq and Dovv for the th ird  (Nasdaq, D ow ), second 
(Nasdaq-1, Dovv-1), and first (Nasdaq-2, Dovv-2) weeks ofJanuary  2000. Specifically, 
the average Nasdaq closing price for the third w eek was 4176.75. ln  week 2, the aver- 
age closing price was 3968.47, and vveek 1 showed an average close ot' 3847.25. N ote 
that IT'eek relates to the columns labeled Nasdaq Average and Dow Average. T hat is the 
first rovv value o f  200003 tells us that the Nasdaq average close for vveek 3 o f  the vear 
2000 vvas 4176.75. C orresponding values for the Dovv Jones Average are interpreted 
in a similar manner.

T h e  table is built to  acconunodate tim c-series analvsis vvith a tim e lag o f  tvvo. An 
individual data instance contains a cu rren t vveek average close for each index as well as 
a\Terage closing prices for the tvvo previous weeks. In this way, all data instances have a

o rćo n e  or several 
use for o ther data"
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built-in  tim e dim ension. O u r choice for a tim e lag is arbitrary. In general, choosing a 
best tim e lag is a m atter o f  experim entation.

O n ce  we have structured  a tim e dim ension in to  the data, ou r nex t step is to  build 
a rnodel for predicting  future outcom e. For the data in Table 11.1, o u r goal is to  pre- 
đict the Nasdaq and D ow  Jones Average closing values for w eek 200013. To accom - 
plish this, w e add a new  entry representing w eek 13 to  the table. T h e  row  entry for 
w eek 13 is:

200013 ? ? 4818.01 10937.36 4742.40 10223.11

T he en trv  shows that we are looking at tw o prediction problem s. O n e  problem  is to 
predict thc Nasdaq Average close for vvcck 13 .T he second problem  is to predict the 
Dovv Jones Average close for the same vveek.

To make o u r experim ents m ore m tcresting, vve expanded this dataset through 
vveek 49 o f  the уеаг 2000.T he expanded dataset is found in the iDA samples directory 
under the nam e N asdaqDow.xls.T he description box titled Thc Stock Index Dataset, as 
vvell as a sum m ary in A ppendix B, offers additional details about this dataset.

For our first experim ent vve applied linear regression to  the expandcd data. We as- 
signed the Nasdaq Average close as the o u tp u t attribute and used vveeks 3 through 48 
for train ing .T he resulting regression equation  is given belovv. N otice that the equation 
does n o t contain attributes representing D o w Jo n es average closing prices.

Nasdaq Average = 1.279(Nasdaij -  1 Average)—0.33()(Nasdaq—2Average)+179.297

T h e  regression equation shovved a niean absolute training data error o f  146.85. 
This result is no t encouraging if  we in tend  to  use the equation  to  determ ine vvhen to 
buy o r sell stocks tracking the N asdaq index. In апу case, vve used the cquation to pre- 
dict the Nasdaq Average close for vveek 49. T he equation gave an av’erage Nasdaq 
closing price o f  2707.89 for vveek 49. This value was approxim ately 92 points above 
the actual close o f  2615.75.

For the second experim ent, vve employed the same data to form ulate a linear re- 
gression equation to predict the Dovv Jones Average close for vveek 4 9 .T h e  resulting 
regression equation is shovvn as:

Dou’Average = 0.932(Dow -  1 Avcraye)- 0.303(D o iv - 2 A чегаус) + 3967.093

T h e  m ean absolute error for the train ing data vvas 160.72, vvhich, once again, is 
no t an encouraging result. Hovvever, vvhen applied to w eek 49, the pređicted Dovv 
Jones Average close vvas vvithin 13 points o f  the actual average vveekly close. As you 
can see,just as the N asdaq equation did no t contain Dovv Jones attributes, the equa- 
tion for the Dovv Jones average close does n o t contain attributes representing Nasdaq 
closing prices.
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Table 11.2 • Actual and Predicted Nasdaq and Dow Closing Prices

Nasdaq Average Close Dow Average Close

Week Actual Predicted Error Actual Predicted Error

45 3258.61 3408.19 -149.58 10854.73 10954.14 -99.41

46 3065.91 3477.37 -411.46 10638.36 10883.32 -244.96

47 2851.70 3544.05 -692.35 10456.68 10793.97 -337.30

48 2713.12 3602.48 -889.36 10494.16 10731.85 -237.69

49 2615.75 3651.73 -1035.98 10560.95 10701.07 -140.12

For our final experim ent vvith linear regression, vve attem pted to predict the 
Nasdaq and Dovv average closing prices five vvecks into the future. First, we used the 
data through week 44 to create Unear regression equations for predicting closing v'al- 
ues for vveek 45. N ext, vve added the predicted values to the original training data. We 
then proceeded to use the m odified training set to predict values for week 46. We re- 
peated this process until vve had charted future average closing prices through vveek 
49.

Table 11.2 shovvs the results o f  this experim en t.T he table data indicate a sharp 
decrease in  predictive ассигасу for Nasdaq average closing prices but a relatively stable 
error rate for the Dovv Jones Average. It is apparent that a nonlinear m odel for pre- 
dicting Nasdaq closing averages is Hkely to be a better choice.

A Neural Netvvork Example

T he results o f  the experim ents using linear regression modeHng suggest that a nonlin- 
ear tnodel mav be better suited for predicting Nasdaq vveekly average closing prices. 
To test the hypothesis that a nordinear m odel vvill offer better predictive ассигасу for 
the stock index data, vve conducted slx cxpcrimenLs vvith the iDA backpropagation 
neural netvvork softvvare. We used vvceks 3 th rough 48 to  train a neural netvvork and 
appUed the netw ork m odel to predict the vveek 49 Nasdaq average closing price.

Table 11.3 presents the outcom e o f  the six experiments. N otice that there are tvvo 
experiments for each value shovvn in the epochs column. O n e experim ent uses a neural 
netvvork model built w ith  input attributes representing Nasdaq average closings. The 
second experim ent also mcorporates Dovv Jones attributes for netvvork training. Recall 
that the actual vveek 49 average Nasdaq close was 2615. N otice that, unlike thc Unear re- 
gression model, including the Dovv Jones input attributes generally improves prcđictive 
ассигасу. Although thc outcom e is inconclusive, the results m erit further experimenta- 
tion. Several end-of-chapter exercises suggest additional experunenLs vvith this dataset.
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Table 11.3 •  Week 49 Predicted Nasdaq Average Weekly Closing Prices

Training Data Limited Data Includes
to Nasdaq Attributes Dow Jones Attributes

Epochs RMS
Predicted

Value
Prediction

Error RMS
Predicted

Value
Prediction

Error

10000 0.084 3359 744 0.035 2693 22
20000 0.045 2598 -17 0.033 2652 37
30000 0.032 2672 57 0.033 2712 97

Categorical Attribute Prediction

We can adapt ou r data to perform  tim e-scries analysis using data m in ing  tools lim ited 
to categorical ou tpu t.T o  accom plish this, w e m ust first transform  thc ou tpu t attribute 
and restate o u r goal. Let’s consider an example.

Table 11.4 displays the data from Table 11.1 w ith  the addition o f  tw o columns. 
T h e  Nasdaq G ain/Loss co lum n indicates w hether the average for the curren t w eek is 
a gain o r loss w h en  com pared to  the previous w eeks average. For example, the first 
table record shows gain in the Nasdaq G ain/Loss colum n, as 4176.75 is grcater than 
3968 .47 .T he D ow  G ain/Loss coluinn shovvs the same inform ation for the D ow  Jones 
Industrial Average. W hcn  w e present the table data to a supervised classifier for train- 
ing using the Nasdaqgain/loss attribute for ou tpu t, a prediction  m odel containing two 
classes vvill be fo rm ed .W c can use the created m odel to  predict future ou tcom c in 
term s o f  a likely gain o r loss.T hat is, using the data from  Table 11.4 for training, our 
goal is to  determ ine w h eth er the Nasdaq is likelv to  shovv an average closing price 
gain o r loss for vveek 13.Thc tcst instance has the form :

200013 ? ? 4818.01 10937.36 4742.40 10223.11 Unknovvn ?

As vou can see, the instance to be classified has four missing values. T h e  v'alues 
shovvn by a “?” m ust be treated by the learner m odel as missing data item s.T hc result o f 
the classification vvill be a value o f  “gain” o r “loss” for the field specified as unknown. 
N otice that vve are no t able to  extend the m odel beyonđ week 13 because actual vveek 
13 closing prices cannot be predicted.

W h en  the attribu te to  be predicted is categorical, w e lose m ost o f  the precision 
found vvith num eric ou tpu t.T o  help overcom e this problem , vve may consider further 
subdividing vvalues for the o u tp u t attribute. T hat is, rather than lim iting  Table 11.4 to
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Table 11.4 • Average Weekly Closings /Categorical Output

W eek

Nasdaq
Average

Close

D o w
Average

Close

Nasdaq-1
Average

Close

Dow -1
Average

Close

N asdaq-2
Average

Close

D o w -2
Average

Close

Nasdaq
Gain/
Loss

Dow
Gain/
Loss

200003 4176.75 11413.28 3968.47 11587.96 3847.25 11224.10 Gain Loss
200004 4052.01 10967.60 4176.75 11413.28 3968.47 11587.96 Loss Loss
200005 4104.28 10992.38 4052.01 10967.6 4176.75 11413.28 Gain Gain
200006 4398.72 10726.28 4104.28 10992.38 4052.01 10967.60 Gain Loss
200007 4445.53 10506.68 4398.72 10726.28 4104.28 10992.38 Gain Loss
200008 4535.15 10121.31 4445.53 10506.68 4398.72 10726.28 Gain Loss
200009 4745.58 10167.38 4535.15 10121.31 4445.53 10506.68 Gain Gain
200010 4949.09 9952.516 4745.58 10167.38 4535.15 10121.31 Gain Loss
200011 4742.40 10223.11 4949.09 9952.516 4745.58 10167.38 Loss Gain
200012 4818.01 10937.36 4742.40 10223.11 4949.09 9952.516 Loss Gain

having tw o output attribute values (gain/loss),vv'e transform  the original num eric data 
into scveral categorical intervals. For example, we could have three subclasses for each 
gain o r loss possibifity: one subclass for gains less than 5%, a second subclass for gains 
bctvveen 5 and 10%, and a third subclass for gains greater than 10%. Subclasses for 
losses can be created in a sinular m anner. T he end result is a six-class rather than a 
tvvo-class structure.

Lastly, vve mav choose to leave the tvvo-class structure in tact and apply logistic re- 
gression to ou r problem . Ву doing so, vve are able to associate a probability o f  class 
m em bership w ith each nevv prediction.

General Considerations

Tim e plays a кеу role in many real-vvorld problems. T he follovving is a partial list o f  
general considerations for building models for tim e-series applications:

•  O nce a m odel has been  created, continue to  test and modify the m odel as ncvv 
data becom e available.

•  If models built w ith  the data in its current form  are n o t acceptable, trv' one or 
m ore data transformations.
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C o n u n o n  transform ations include using tim e-series differences o r  percent change 
values.To illustrate, suppose w e w ish to represent the data in Table 11.1 as a set o f  
difference values. To com pute the N asdaq colum n table en trv  for w eek 200003 
we subtract 3968.47 from 4176.75 and obtain 208.28. For Nasdaq-1 w c subtract 
3847.25 from 3968.47, w hich  gives 121.22. M aking similar com putations for the 
D ow  Jones attributes, the first row o f  the revised table becomes:

200003 208.28 -174.68 121.22 363.86 0.00 0.00

Exercise cau tion  w hen  prcdicting future ou tcom c w ith  training data containing 
several fields w ith predicted rather than actual results.

Тгу a nonlinear m odcl if  a linear m odel shows less than optim al results.

Use unsupervised clustering to determ ine i f  values o f  the inpu t attributes allow 
the ou tpu t attribu te to cluster into m eaningful categories. I f  this is no t the case, 
the input attributcs should be transform ed or replaced as necessary.

11.2 M in in g  the W e b

Com panies relying on e-com rnerce for all o r part o f  the ir business share a conrm on 
goal— optim izing their W cb site design so as to m axim ize sales. For example, a Web 
site that sells m arketable products profits m ost by sim ultaneouslv displaying products 
custom ers arc likelv to  buv together. O n  the o ther hand, a Web site requiring  potential 
custom ers to spend an um varranted anrount o f  tinre to find their choice o f  products is 
likelv to  fail.

T h e  success o f  a W eb site ultirrrately depends on  how  it is vievved by the user coirr- 
m unity.Threc nrajor factors help determ ine how  uscrs perceive a W eb site: the prođucts 
or services offcred by the site, individual W eb page design, and ovcrall site design 
(Spiliopoulou, 2000). W eb page design and sitc design are related; however, thc latter 
refers m ore directlv to thc intuitive naturc o f  the indexing structure o f  a Web site.

Data m ining can be deploveđ to help w ith  at least three tasks that iirrprove how  
users perceive and in teract w ith  a Web site. Data nrining can bc used to:

•  Evaluate a W eb site to  deternrine if  the in ten t o f  the Web designer nratches the 
desires o f  the user (Spiliopoulou, 2000)

• Personalize the products and pages displaved to  a particular user o r set ot' users 
(M obasher, Cooley, and Srivastava, 2000)

•  Autonratically adapt the indexing structure o f  a W cb site to  better m cct the 
changing needs o fits  users (Perkowitz and Etzioni, 2000)
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Before exam ining cach o f  these possibilities in nrore detail, we first take a look at 
sonre o f  the issues seen w ith  W eb-based data m ining.

VVeb-Based Mining: General Issues

W eb-based data nrining prcsents a w hole new  set o f  unique challcnges no t seen w ith 
other data m ining applications. Let s exanrine a fevv o f  these issues th rough the eyes o f  
the K D D  process nrodel.

Identifying the Goal

Recall that the first step o f  the K D D  process requires us to  estabhsh one ог rnore 
goals. Here is a partial list o f  plausible goals for a W eb-based m ining project.

•  Decrease the average num ber o f  pages visited by a custom er bcfore a purchase 
transaction

• Incrcase the average num ber o f  pages vievved per user session

• Increase Web server efficiency

• Increase average visitor retention rates

•  Dccrease the total nunrber o f  returns on purchased items

• Personalize Web pages for custom ers

•  D eterm ine those products for sale at a Web site that tend to be purchased or 
vievved together

Regardless o f  our goals, over 80% o f  the tim e spent on  a W eb-based m ining pro- 
jec t involves steps 2, 3, and 4 o f  the K D D  process inodel. We detail these steps under 
the general category o f  data preparation.

Preparing the Data

The data available to us as a result o f  one or nrore Web-based user sessioirs is stored in 
Web server log files. A typical servcr log file houses infornration describing the click- 
stream sequences follovved by users as thev investigate Web pages and tbllovv page liirks.

Server log files nrost often provide inforrnation in vvhat is know n as extended  
com m on  log file form at. T he fields associated w ith  the extended com m on log for- 
nrat are, in order: host address, date/tinre, request, status, bytes, referring page, and 
brovvser type.T he description box titled UserAccess Log Entries shovvs three extended
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log file entries recorded from the Web site http://grb.mnsu.edu. T h e  W eb site ofFers a 
user-friendly interface f'or perform ing  data m ining experim ents w ith  gam ma-ray 
burst data. N otice that each en try  represents a different host location, and all thrce en- 
tries sho\v grb in  the referring page field.

For data m ining, we are interested in  those com m on log file fielđs that allo\v us to 
determ ine the sequcnce o f  clickstreams follo\ved by each user as thcv navigate a spe- 
cific Web site. T herefore the jo b  ot' the data preparation process is to  extract relevant 
data from the W eb sever logs and create a file suitable for data m ining.

Figure 11.1 shows that the file created by the data preparation process is know n as 
a se ss io n  file. A session file contains from a fe\v to  sevcral thousand records each rep- 
resenting an instance o f  a user scssion. A user session  is simplv a set o f  pagevie\vs re- 
quested by a single user from  a single W eb server. A single p a g e v ie w  is m ade up o f  
one o r m orc page files each form ing a single display \vindow  in a W eb bro\vser. Each 
pagevievv is tagged w ith  a un ique uniform  resource identifier (U R I) for purposes o f  
identification du ring  the data m ining process.

C reating the scssion file is a difficult task for several reasons. First, to create the in- 
dividual server sessions, we must be able to  identifv each user am ong the several users 
listed in  a log file. H ost addresses are o f  lim ited hclp because multiple users mav be ac- 
cessing a site from  the same host. W hen the host address is com bined \vith thc referring 
page, w e can m ore easilv distinguish one user session from another. Ho\vevcr, we are 
best able to differentiate benveen users i f  sites are allo\ved to use cookies. A c o o k ie  is a 
data file placed on a users com puter that contains session inform arion. Unfortunately, 
we cannot rely on the potential inform ation available in  cookies as гпапу users are re- 
luctant to  give Web sites the authoritv  to place cookies o n  their m achines.

User Access Log Entries

80.202.8.93 - -  I16/Apr/2002:22:43:28 -06001 "GET /grbts/images/msu-new-color.gif HTTP/1.1" 
200 5006 "http://grb.mnsu.edu/doc/index.html" "Mozilla/4.0 (compatible; MSIE 5.0; Windows 
2000) Opera 6.01 [nbl"

207.172.11.232 -  И6/Арг/2002:23:14:19 -06001 "GET /images/cofc-logo.gif HTTP/1.0" 200 6710 
"http://grb.mnsu.edu/" "Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1)"

134.29.41.219 - - [17/Apr/2002:19:23:30 -06001 "GET /resin-doc/images/resin_powered.gif 
HTTP/1.1" 200 571 "http://grb.mnsu.edu/" "Mozilla/4.0 (compatible; MSIE 6.0; Windows 98; 
Q312461)"
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Figurell.l • A generic Web usage model

Problems \vith creating the session file do no t end w ith difficulties in distinguish- 
ing users. A second problem  is the fact that a single user page request oftentim es gen- 
erates m ultiple log file entries ffom several tvpes o f  scrvers. Мапу o f  these servers are 
image or ad servers. As we arc no t interested in entries creatcd by application, image, 
and ad servers, we must have a technique to identify unvvanted log entries so they do 
not becom e part o f  the session file. Several o ther potential problems w ith  creating ses- 
sion files are sum m arized by Edelstein (2001).

Finallv, one or m ore data transform ations in the form  o f  adding ne\v variables to 
session records mav be necessarv. If  rcpeat custom er records are available, inform ation 
about the ainount ot' т о п е у  previouslv spent. average purchase am ounts, as well as 
tim e o f  most rccent transaction т а у  prove useful.

M in ing  the Data

O nce the session file is crcated, the session data is presented for data m in ing .T he algo- 
rithm s applied to the data т а у  be traditional techniques such as association rule gen- 
erators or clustering m ethods. However, depending on the goals o f  a data m ining 
project, algorithms specificallv designed for detertn in ing sequences ofW eb page visits 
(see the second part o f  this section) т а у  be a better choice.

http://grb.mnsu.edu
http://grb.mnsu.edu/doc/index.html
http://grb.mnsu.edu/
http://grb.mnsu.edu/
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Interpreting and Evaluating Results

T he instances o f  a session file represent the pagevievv behavior o f  a single user during 
one session. H ere we offer a simple example that shows how  to in te rp re t the results o f  
a hypothetical W eb-based data m ining session using an association ru le technique.

Consider the four hypothetical session instances w here each P  represents a 
pageview:

— ►
Л - P  P

■ *10  1  3 p , r p -> p  1 2 1 1

/ , : P, — ► Р Г p  -+ p - >x 10 x 8 p , r P ~ >  P  Pл  4  * 15 x  1

Iy P, — > Р Г P - >  P  -►* 7  * 1 1 p,r P  -*  P ~ >  P
1 8  1  2  1 10

h- Л — ►p3- P  +  P  ->x  10  x  11 Pr P -► p
X 15 1 9

Suppose an association ru le generator outputs the follow ing rule from  our hypo- 
thetical session data:

IF —► P & P“  4 10
THEN P,5 {3/4}

T h e  rule tells us that there are three instances w here P,, P |0, and P|5appear to - 
gether in  a single session record. Also, a total o f  four session instances have P. and P 
appearing in the same session.Therefore w e are 75% confident that each tim e a user 
references P, and P, „ the user also references P 15. Provided that direct links do no t ех- 
ist betw een  the three pageviews, this result mav w arrant m odifying the W eb site in - 
dexing structure by placing one o r rnore direct links betw ecn  the pages. As a second 
possibility, if  the precondition  o f  the rule m atches the activitv o f  a curren t user o f  the 
svstem, P ,; can be added to a list o f  recom m ended pageviews to be autom aticallv pre- 
sented to  the user. In this way, the pages viewed by the user can be personalized to 
their likelv interests.

U nsupcrviscd clustering can also be em ploved to fo rm  clusters o f  similar session 
file instances. A varietv o f  clustering algorithm s and similarity measures can be used. 
O n e  plausible strategy is to  use agglonrerative clustering w here instance similarity is 
com puted  by dividing the total num ber o f  pageviews each pair o f  instances have in 
con u n o n  by the total num ber o f  pageviews contained vvithin the instances.To illus- 
trate this m ethod, consiđer the follow ing session instances:

1* * 5  1 t  1  10 * 3 • * 1 5  1 2  1 1

I  ' P - * P - * P - * P —* P - * P ~ * P  ■> P
2 ' 1 2 1 4  1 10 8  *  15 1  4  1  15 1  1

As instances I. and /, share five o f  eight total pageviews, the com puted  1,1. similar- 
ity is 0.625. In the third part o f  this section we show one way to use the clusters 
form ed by similar sessions to personalize the pages vievved by Web site users.
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In addition  to  discovering patterns in  W eb data, it is often desirable to  obtain 
sum m arv statistics abou t the activities taking place at a W eb site. Several cornm er- 
cial and free dovvnloadable W eb server log analyzers are available that offer log file 
sum m aries o f  W eb site activity. T h e  o u tp u t o f  m ost log analyzers is an aggregation 
o f  gathered  log file data displaved in  a graphical form at. A typical log analyzer pro- 
duces statistics such as how  often a W eb site is visited, hovv inany individuals fill a 
m arket basket bu t fail to  com plete a transaction, and w hich  W eb site products are 
the best and vvorst sellers. H ere are the Web addresses o f  tvvo free log analyzers for 
you to  try:

•  AWStats: http:/ /aivstats.sourceforge.net/
•  Analog: http://mvw.analog.cx

Taking Action

Several possibilities e:fist for taking action based on the results o f  a W eb-based data 
m ining project. H ere is a short Ust o f  candidate actions:

•  Im plem ent a strategy based on  created user proflles to  pcrsonalize the W eb pages 
vievved by site visitors

•  A dapt the indexing structure o f  a Web site to better reflect the paths follovved by 
typical users

•  Set up online advertising prom otions for registered Web site customers

•  Scnd e-mail to prom ote products o f  hkelv interest to  a select group o f  registered 
custom ers

•  M odify the conten t o f  a Web site by grouping products hkelv to be purchased to- 
gether, rem oving products o f  little interest, and expanding the offerings o f  high- 
dem and products

Lasdv, as the interests o f  users visiting a W eb site are in a constant state o f  change, the 
effectiveness o f  the actions taken must be closelv m onitored and modified as necessarv.

Data Mining for Web Site Evaluation

Web site evaluation is concerned  vvith determ ining vvhether the actual use o f a site 
matches the intentions o f  its designer. I f  the paths traveled by a majority o f  site visitors 
are no t those expected by the designer, the site is likely to  be seen as difficult to navi- 
gate. If  this is the case, the Web designer must consider changing the architecture o f  
the W eb site to m ore đearly  fit the needs o f  its users.

http://aivstats.sourceforge.net/
http://mvw.analog.cx
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Data m ining can help w ith  site evaluation by deterin in ing the frequent patterns 
and routes traveled by the user population. Hovvever. unlike manv W eb site data m in - 
ing applications, Web site evaluation is n o t only concerned  abou t clusterings o f  
pageviews, but also vvith the sequential o rdcring o f  pagevievvs. In this way, the Web 
designer can determ ine if  the path structure o f  the Web site is indeed a best rcpresen- 
tation o f  the navigational habits o f  its users.

Because the data m ining problem becomes one o f  sequence ideritification, a special 
class o f  data m ining algorithms knovvn as sequence miners are often used for Web site 
cvaluation. Sequence miners are able to discover frequently accessed pages that occur in 
thc same order. Spiliopoulou (2000) describes W U M , a generalized W eb log m iner that 
can pcrform  sequence m ining tasks but also allovvs Web designers to cxpress queries in 
an SQL-hke form at in order to  determ ine navigational patterns betvveen individual 
pages.To see an example o fhovvW U M  vvorks, visit http://mim.mwi.hu-berlw .de.

Data Mining for Personalization

T hc goal ot personalization i s  to prescnt W cb users vvith vvhat interests thcm  vvith- 
o u t requ iring  them  to ask for it direcdv. Personalization can be manually im plem ented 
o r pcrform cd autom atically vvith the help o f  data m ining m ethods. M anual techniqucs 
force uscrs to register at a Web site as vvell as ansvver questions o r fill ou t check boxes. 
As user bias is a factor, manual techniques are n o t likely to  provide Web sites vvith a 
true  picture o f  cxpcctcd user actions. Ву using data m in ing  to autom ate personaliza- 
tion, the subjecdvity o f  user response is replaced by actual user behavior.

Figure 11.2 shovvs thc general steps for autom ated personalizarion. T h e  process 
involves creating usage profiles froin stored session data. T h e  most difficult part o f  the 
procedure is m oving fiom  the clusters fo rm ed by the data m ining process to  the usage 
profiles. Profifrng is casicr if  users are required to  register in order to use the services 
provided by a W eb site. In this case, actual user brovvsing behavior can be supple- 
m ented  vvith com piled dcm ographic data.

M obasher (2000) describes the technique used by W ebPersonalizer for creating 
usage profiles.W ebPersonalizcr uses tvvo profiling techniques. O n e  technique employs 
association rules for dircctly crearing usage profiles. A second m ethod  creates usage 
profiles by gcneralizing clusters. For each cluster, only those pagevievv's that satisfy a 
m in im um  scorc bccom e part o f  the usage profile.The scorc is a ratio com puted  by di- 
viding thc total num ber o f  times a pagevievv appears in a cluster across all session in - 
stances by thc total num ber o f  session instances vvithin thc cluster. Pagevievvs m eeting 
the m in im um  criterion  becom e part o f  the usage profilc representing the cluster. In 
addition, each pagevievv is assigned a w eight to  reflcct its frequency o f  occurrence 
across a0 session instances.This vveight is used to  com pute pagevievv recom m endation 
scorcs for individual users. For each user, only thosc pagcvievvs having a recom m enda- 
tion score abov'e a m in im um  threshold value are candidates for presentation.
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Figure 11.2 • Creating usage profiles from session data

Figure 11.3 • Hypertext link recommendations from usage profiles

Usage Profiles

User Navigational 
Activity

Recommended 
Hypertext Links

Lastly, Figure 11.3 shovvs that the recom m endation engine for WebPersonahzcr 
takes as input thc set o f  creatcd usage profiles and inatches current user navigarional ac- 
tivity vvith thc storcd profilcs.Thc rccom m endation engine outputs reconunended hy- 
pcrtext hnks to bc displavcd to the uscr. For e-com m erce applications, the majority o f  
rcconuncnded pagevievvs vvill be hnks to  products anđ advertising.To learn m ore about 
W cbPersonahzer, visit the Web site h ttp ://maya.cs.depaid.edu/~mobasher/pcrsoitalizatwn/.

Data Mining for Web Site Adaptation

Web masters make initial dccisions about hovv a nevv Web site is to be organized.Their 
decisions arc strongly mflucnced by hovv thev behcve the nevv site vvill be accessed by its 
users. Hovvevcr, thc chances o f  a Web designer anticipating a majority o f  actual user 
needs is quite slim. Even it' an initial design is adequate for most users, over time the 
needs o f  users change. O nce useful index links becom c unused and nevv patterns o f 
Web usage em erge.Therefore for a Web site to  rem ain competitive, it becomes necessary 
fbr the indexing structure o f  the site to change over time. Nevv page links must be adđcd 
and little-used links deleted.The necessarv changes can be тапиаИу apphed; hovvever, a 
better approach is to use data m ining to autom ate the process.Wcb sites that are able to 
semiautomaricallv improve their internal structurc as vvell as their m ethods o f  presenta- 
tion by lcarning ffoin visitor access patterns are knovvn as adaptive Web sites.

T h e internal structure o fa  W eb site has at its core a set ot inđex pages.An index 
page is a W eb page having links to  a set ot pages detailing a particular topic.Therefore 
thc problem  o f  automatically im proving the internal structure o f a Web site becomes

http://mim.mwi.hu-berlw.de
http://maya.cs.depaid.edu/~mobasher/pcrsoitalizatwn/
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one o f  index page svnthesis. Perkovvitz and Etzioni (2000) provide a formal definition 
o f  the in đ e x  sy n th e s is  p ro b le m :

Giueti a IVeb site and a visitor access log, create new ittdex pages containing collections
о / links to related but currently unlinked pages. (p. 155)

Perkovvitz and Etzioni (2000) describc IndexFinder, an autom ated page synthesis 
system that uses a clustering algorithm  to generate candiđate index pages for an exist- 
ingW eb site. IndexF inđer also creates a rule-bascd description o f  each candidate page. 
T he W eb master m ust decide vvhether to  accept o r reject the canđidate pages. If  a new  
index page is accepted, IndexF inder creates a final page form  and autom atically adds 
the page to the W eb site .T he W eb master gives the page a title and determ ines w here 
in the site the page vvill reside.

11.3 M in in g  Textual Data

Textual data m ining involves extracting usefi.il patterns from  free text. As textual data 
is unstructured, an initial investigation o f  such a task seems to be nearly impossiblc. 
Hovvever, textual data m ining is possible because w e are only trving to  categorize tex- 
tual data, no t com pletelv understand its contents.

A com m on problem  that can be solved using textual data m ining is to determ ine 
vvhether o r no t a docum ent is about a specific topic.This problern can be considered a 
binarv classification problem  w ith  the o u tpu t o f  a classifier lim ited to  a yes o r no re- 
sponse. For example, vve may vvish to exam ine đaily articles in several nevvspapers that 
deal in one way or ano ther w ith  the stock m arket. H cre is a textual m ining algorithm  
that cou ld  be uscd for the problem :

1. T ra in . C reate an attribu te dictionarv vvhere the attributes represent words 
from articles dealing vvith stock m arket topics. C hoose onlv those vvords that 
occur a m inim um  num ber o f  times.

2. F ilte r. R em ove co n u n o n  vvords knovvn to  be useless in differentiating articles 
o f  one type from  another.

3 . C lassify. C heck each nevv docum ent to  be classified for the presence and fre- 
quency o f  the chosen attributes. I f  a certain đocum ent contains a predeter- 
m ined m in im um  num ber o f  references to the chosen attributes, classify the 
docum ent as a m em ber o f  the class o f  articles dealing vvith stock tnarket topics.

M ore difficult textual m ining problems involve the analvsis o f  free-form  text as it 
is found in e-mail docum ents, recorded telephone transcripts, and the like. T h e  nature
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o f  such messages requires that the textual m ining svsteni deal vvith ambiguities as vvell 
as spelling and gram m ar errors. In the case o f  transcript analysis,it is easy to understand 
the đesire to be ablc to  analvze telephone transcript docum ents to  better understand 
customers likely to  m ake purchases or to continue vvith a provided service. Some suc- 
cess has been achieved in this area by perform ing a quantitative as vvell as a qualitative 
data analvsis. The quantitative analysis looks at directlv measurable items such as thc 
length o f  calls and call tim e o f  day frequency distributions.The qualitative analysis con- 
cerns itself vvdth docum cnt contcnt for the purpose o f  classifvmg individual transcripts.

As w ritten  text has becom e our m ost com m on form  o f  inforination  exchange, 
textual data m ining vvill continue to plav an increasingly im portant role in  o u r society. 
In addition, the expansion o f  the W orld W ide W eb makes the prospects for textual data 
m ining unlim ited. You can dovvnload evaluation copies o f  sev'eral tex t-m in ing  prod- 
ucts by visiting www.kdnuggets.com and clicking on sofhvare.

11.4 Im p ro vin g  Performance

W hen  vve make decisions, vve usuafiy rely on the help o f  others. In the same vvay, it 
makes intuitive setise to form ulate classification decisions by com bining the ou tput o f 
several data m ining models. Unfortunatelv, attem pts at em ploying a m ultiple-m odel 
approach to classification have been m et vvith m ixed results. Tliis can be explained in 
part by the fact that m ost models misclassifi' the same instances. Hovvever, some suc- 
cess has been secn vvith a m ultiple-m ođel approach w here each m odel is built by ap- 
plying the same data m ining algorithm . In che first tvvo parts o f  this section we 
describe tvvo techniques that make use o f  the same data m ining algorithm  to con- 
struct m ultiple-m ođel classifiers.

Aftcr our discussion o f  inultiple-m odel classifiers, vv'c describe a technique based 
on training instance selection for im proving perform ance. All three approaches de- 
scribed here vvork best vvith unstable data m ining algorithms. Recall that unstable al- 
gorithm s show significant changes in  m odel structure vvhen shght changes are made 
to the training data. M anv standard data m ining algorithm s have been shovvn to dis- 
plav this charactcristic.

Bagging

B a g g in g  (bootstrap aggregation) is a supcrvised learning approach developed by Leo 
Breiman (1996) that allovvs sev'eral models to  hav'e an equal vote iti the classification o f 
nevv instances. T he same m ining tool is m ost often cmploved to create the multiple 
tnodels to  be used. T h e  modcls vary in that different training instances are selected 
from the same pool to  build each model. H ere’s hovv the approach works:

http://www.kdnuggets.com
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1. R andonily  sample several training datasets o f  equal size fforn the dom ain o f  
training instances. Instances are sampled vvith replacem ent. Tliis allows each 
instance to be present in  several training sets.

2. Apply the data m in ing  algorithm  to build a classification m odel for each
training dataset. N  sets o f  training data rcsult in  N  classification models.

3. To đassify unknow n instance /, present / to  each classifier. Each classifier is al-
lowed one vote. T he instance is placed in the class achieving the m ost votes.

Bagging can also be applied to  estim ation problem s w here predictions are nu - 
tneric values.To determ ine the value o f  an unknow n instance, thc estim atcd ou tpu t is 
given as the average o f  all individual classifier estimations.

Boosting

Boosting, introduced by Freund and Schapire (1996), is m ore com plex. B o o s tin g  is hke 
bagging in that several rnodels are used to  vote in the classification o f  new  instances. 
How'ever, there are tw o main differences betw'een bagging and boosting. Specificallv,

•  Each new  m odel is built based upon the results o f  previous models. T he latest 
m odel concentrates on correctly classifying those instances incorrectly classified by 
p rio r models. This is usually accom plished by assigning w'eights to  individual in - 
stances. A t the start o f  training, all instances are assigned the same vveight. After the 
latest nrodel is built, those instances classified correcdy by the m odel hav'e their 
vveights decreased. Instances incorrectly classified have their weights increased.

•  O n ce  all rnodels hav'e been  built, each m odel is assigned a w eight based on its 
perfornrance on the training data. Because o f  this, better-perfo rm ing  rnodels are 
allowed to con tribu te m ore during  the classification o f  unknovvn instances.

As you can see, boosting builds models that com plem ent one another in their abilitv 
to classify the training data. An obvious problem exists if  the data m ining algorithm can- 
not classify vveighted training data.The following is one vvay to  overcome this problem:

1. Assign equal vveights to  all training data and build the first classification nrodel.

2. Increase the weights o f  incorrectly  classified instances and have the vveights o f  
correctly classified instances decreased.

3. Create a new  train ing dataset by sam pling instances w ith  replacem ent froin 
the previous training data. Select instances having higher vveight values m ore
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ffequently than instances w ith  lovver w'eight values. In this vvay, even though 
the data m ining algorithm  cannot use instance weights per say, the most diffi- 
cult to classify instances vvill receive increased exposure to subsequent models.

4. R epeat the previous step for each nevv m odel.

As incorrecdy classified instances are sampled m ore frequently, the vveight values 
stiO plav thcir part in thc m odel building process. Hovvever, the data m ining algorithm 
does n o t actuaUv use the w eight values during  the m odel building process.

lnstanceTypicality

In C hapter 4 we defined the typicality o f  instance /  as the average similarity o f  /  to the 
o thcr m em bers o f  its class. We noted  that highly rypical data instances vvithin a class 
are caUed class prototvpes and that instances vvdth low' typicality scores represent can- 
didate outliers. In this section vve show how' instance typicahry can be applied to help 
develop supervised learner models.

We conducted  research on the topic o f  training instance selection using several 
data m ining algorithms (R oiger and C ornell, 1996). O u r experim ents showed that by 
selecting representative training data from a pool o f  available instances and limiting 
the inclusion o f  atypical instances, test set classification ассигасу can be significantly 
improved. O u r w ork w ith  instance typicality is o f  an introductory  nature. How'ever, 
we include a discussion here because typicality scores are automaticaUy com puted for 
training set instances each tim e ESX perform s a data m ining session. We hope our dis- 
cussion motivates уои to  perform  уоиг ovvn experim ents w'ith instance typicality. In 
the nex t section vve repo rt the results o f  tvvo experim ents that apply bagging, boost- 
ing, and instance typicality to the cardiology patient data described in C hapter 2.

Experiments w ith  Bagging, Boosting, and Typicality

We conducted two experim ents using thc cardiologv patient data to determ ine the 
effects bagging, boosting, and typicality have on test set classification correctness for 
twTo supervised learning techniques. For o u r experim ents, vve apphed bagging, boost- 
ing, and typicahty to W eka s im pletnentations o f  C 4.5 and Bayes classifier. We chose 
these models to contrast the effects o f  the three techniques on an unstable algorithm 
(C4.5) as com pared to  a stable algorithm  (Bayes classifier).

T he typicality measure defined vvith ESX w'as adopted to assign a typicabty score 
to each instance o f  the mixed form  o f  the cardiologv patient dataset. For the first ех- 
perim ent, wTe wanted to test the degree to w'hich classification correctness was affected 
by creating models trained vvith most tvpical as com pared to least typical cardiology
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patient data instances. For thc cxperim ent, we ranđom lv sclected 153 o f  the 303 data 
instances for training. Using thc training data, vve constructed tvvo training sets, one 
containing the 40 m ost tvpical instances from each class (healthy and sick) and a second 
set o f  least typical inst;mces.We then uscd the training set containing the 40 m ost tvpi- 
cal data instances together vvith C4.5 to  build three classifiers. O n e  classifier vvas con- 
structed using C4.5, a second classifier was built using C 4.5  vvith bagging. T he third 
dassifier emploved C 4.5 and boosting .T he same procedure vvas apphed to thc training 
set vvith the atvpical data instances, giving us a total o f  six classifier models. T he six 
models vvere each used to classify the 150 test set cardiology patient data instances.The 
results o f th e  expcrim ent are given inTable 11.5.

As you can see.Table 11.5 showrs large classificadon correctness diiferences in  test set 
perform ance vvith models created vvith tvpical as com parcd to atv’pical training data. In 
addition, bagging and boosting did not shovv improved classification correctness scores 
vvhen apphed to  eithcr dataset.This could be due in  part to  the small num ber oftra in ing  
instances used for the experim ents. We follovved this same procedure w ith Bayes classi- 
fier and obtained similar results (not displaved).

For the second experim ent, w e m ade a random  selection o f  153 training instances 
to bu ild  three decision trce classifiers and three Bavesian classifiers. Specificallv, the 
153 instances w ere used to btiild a decision tree classifier, a m ultiplc-m odel decision 
tree classifier using bagging, and a m ultip le-m odel decision tree classifier using boost- 
mg. T h e  same process was applied to create three Bayes classifier models. Tvvo addi- 
tional models vvere built using a training set based o n  typicality. To construct the 
typicality-based training set, ah 153 training instances vvere ordered by their typicality 
score. Follovving this, cvery o th c r instance was chosen for the training set. All eight 
models were apphcd to  the entire set o f  cardio1ogy patient data.Thc classification cor- 
rectness scores are shovvn in Table 11.6. A lthough statistically significant differences 
vvere n o t seen betvveen the m odels, it is interesting to  no te  that the models built w ith 
bagging, boosting, and typicality outperform ed the decision tree m odel bu t did no t 
ou tperform  Bayes classifier. T he results o f  these experim ents are by no means conclu- 
sive. However, they do provide a model for further exploration o f  the effects that bag- 
ging, boosting, and instancc tvpicahtv have on  classification correctness

Table 11.5 • Test Set Ассигасу Scores for Typical and Atypical Training Data

Decision Tree Bagging Boosting

Most Typical 76.57% 76.89% 76.56%

Least Typical 49.84% 49.17% 48.84%
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Table 11.6 • Classification Correctness: Bagging, Boosting, and Typicality

Single Model Bagging Boosting Typicality

Decision Tree 82.83% 86.470/0 88.450/0 85.81%

Bayes Classifier 87.79% 86.140/0 84.82o/o 85.81%

Typicality: General Considerations

H ere is a list o f  general considerations for typicality-based learning:

•  To com pute a typicality score, an instance m ust be com pared to all o thcr domam 
instances.This is com putationallv prohibitive for large datasets.

•  Typicahty scores need only be com puted once for апу set o f  nonvolatile data. 
O n ce  com puted, typicahty scores can be used to  select subsets o f  representative 
train ing instances from  the entire dataset. In this way, accurate tnodels can be built 
from  smaller-sized sam ples.This is particularlv appealing vvith large sets o f  data.

•  Typicality represents an internal measure o f  instance quality' and can be incorpo- 
ratcd vvithout modifications to the structural nature o f  апу data m ining rnodel.

•  Typicahty can be applied to  models showing bo th  categorical and num eric output.

•  Typicality can be employed to  select a best set o f  examples for use by instance- 
based learners such as the k-nearest neighbor classifier.

As there is a lack o f  docum ented research on the effects o f  typicahty on classifica- 
tion correctness, further experim entation is requircd to determ ine the future role in- 
stance tv’picalitv vvill play in building supervised leam er models.

11.5 C h a p te r  S u m m a ry

Tim e-series analysis concerns itsclf vvith data containing a tim e dimension and usually 
involves predicting num erical outcom es. T im e-series analvsis is useful because it al- 
lovvs us to  use tirne as a variable for predicting the future. Both linear and nonhnear 
techniques can be applied to  solve tim e-series problcms. I f  a linear model shovvs less 
than optim al results, a nonlinear m odel is often a better choice. Caution m ust be ехег- 
cised vvhen predicting future ou tcom e w ith training data containing several fields 
having predicted rather than actual results.

T h e  succcss o f  a W eb site u ltim ately  depends on  hovv it is perceived by the 
user com m unity . Data m in ing  can be applied  to  hclp d eterm ine perceptions users
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have ab o u t the  W eb sites they  visit. Hovvever, W eb-based data m in in g  presents a 
new  set o f  problem s n o t seen vvith o th e r  data m in ing  applications. T h e  data avail- 
abie to  us as a result o f  one o r  m ore W eb-based user sessions are stored in  W eb 
server log  files. T h e  c o n ten t o f  a typical log file houses in fo rm atio n  describ ing  
chckstream  sequences follovved by users as they investigate W eb pages and follow  
page lin k s .T h e  g reatest challenge o f  W eb-based data m in in g  is seen w ith  tak ing  
sever log  files and ex tracting  the  in fo rm atio n  needed  to  create useful data m in in g  
m odels.

Textual data m ining involves the extraction o f  patterns from free text. A basic algo- 
rithm  for m ining data in text form at involves creating an attribute dictionary o f  fre- 
quently occurring  words, filtering com m on words knovvn to  be o f  httle valuc, and using 
the rnodified dictionary to classifv nevv docum ents ofunknovvn conten t.T he expansion 
o f  the World W iđe Web provides a bright future for textual data m ining applications.

M ultip le-m odel nrethods such as bagging and boosting  can som etim es lmprove 
m odel perform ance. Instance typicality can also be apphed to help im prove classifica- 
tion correctness for supervised learner models.

11.6 K e y T e rm s

A daptive Web site. A W eb site having the  ability to  sem iautom aticallv  im prove its 
in te rnal s tructure as vvell as its m ethods o f  p resentation  by learn ing  from visitor 
access patterns.

B agging. A supervised learning approach that allows several modcls to  have an equal 
vote in the classification o f  nevv instances.

B oostin g . A supervised learn ing  approach that allows several m ođels to  take part in 
the classification o f  new  instances. Each m odel has an associated vveight that is ap- 
phed  toward new  instance classification.

C lickstream . A sequence o f  links follow ed by a user as the user investigates Web 
pages and follows page links.

C ookie. A data filc placed on a user’s com puter that contains session inform ation.

Index page. A W eb page having links to  a set o f  pages detailing a particular topic.

Index synthesis problem . G iven a Web site and a visitor access log, the problem  o f  
creating  new  index  pages con tain ing  collections o f  links to related but curren tly  
unlinked pages.

P ageview . O n e  o r m ore page files tha t fo rm  a single đisplay windovv in  a W eb 
browser.

Personalization . T h e act o f  p resen ting  W eb users w ith  in fo rm ation  that interests 
th em  w ith o u t requiring  th em  to ask for it directly.
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Sequence m iner. A special data m in ing  algorithm  able to  discover frequently  ac- 
cessed W eb pages that occur in the same ordcr.

Session. A sct o f  pagevievvs requested by a singlc user to a single Web server.

Session file. A file that contains from  a few to scveral thousand session instances.

T im e-ser ies  prob lem . A pred ic tion  problem  vvith onc or m ore tim e-dependen t 
attributes.

Extended com m on  log  file form at. A form at frequently uscd to store W eb server 
log file inform ation.

11.7 Exercises

Review Questions

1. Visit one or m ore Web sites that contain products o r inform ation that interests 
vou. Ansvver the follovving questions for each site you visit.

a. H ow  easy was it to find the inform ation you were looking for?

b. Hovv much inform ation vvas provided to you that vvas o f  little or no interest?

c. H ow  m anv ads vvere you exposed to? D id the ads have anything to do 
vvith vvhat you vvere looking for?

2. List the similarities and differences betvveen bagging and boosting. State a sce- 
nario  vvhere a m ultiple m odel built vvith bagging is likely to outpertorm  a 
rnodel built by applying boosting. State a situation vvherc boosting is likely to 
outperform  bagging.

3. Suppose the typicality scores com puted for the instances o f  a dataset shovv lit- 
tle variation. Is it likely that bagging or boosting vvill increase test set classifi- 
cation correctness? Explain your ansvver. Novv, suppose the typicality scores 
for a second dataset shovv a large degree o f  variation. Is it likclv that either 
bagging or boosting vvill increase classification ассигасу? W hy or w hy notr

4. Are baggmg or boosting appropriate for time-series problems? W hy or vvhv n o t'

5. C an уои see апу similarities betvveen bagging and instance typicality?

6. Suggest a data transform ation on the attributes o f  the stock inđex dataset that 
vvill allovv data m ining algorithm s that process only categorical data to be ap- 
plied to perfortn  tim e-series analysis.

7. O utline an index page structure for a W eb site designed to answer user ques- 
tions about autom otive repair. State several typical paths that a novice user 
tnay follovv in  an attcm pt to  find ansvvers to  their autom otive repair questions.
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Data Mining Questions

lab 1. O pcn  thc file NasdaqDovv.xls located in the samples directory. С ору the data
to a nevv spreadsheet file and use Excels LIN EST function  together vvith 
vveeks 3 th rough  48 to  create a linear regression equation to  predict Nasdaq 
vveekly average closing prices. D oes the regression equation contain one or 
m ore o f  the Dovv Jones attributes? U se the regression equation to pređict the 
Nasdaq average closing price for w eek 49. H ow  does the predicted average 
close com pare to  the actual closing price o f  2615?

2. Use vveeks 3 through 48 o f  the data provideđ in NasdaqDow.xls together vvith
the Excel’s L IN EST function to create a linear regression equation to predict 
vveeklv D ovvjones averagc closing prices. Use the regression equation to  pre- 
đict the Dovv Jones average closing price for vveck 49.

lab 3. Use your iDA backpropagation neural netvvork softvvare and repeat Data 
M ining Q uestion  # 1 .

4. Use your iDA backpropagation neural netvvork together vvith vveeks 3 through 
44 o f  the NasdaqD ow  database to  predict the Nasdaq average closing for vveek 
45. Use at least 20,000 training epochs. N ext, add the w eek 45 prediction to 
your training data and build  a neural netvvork to  predict the w eek 46 avcragc 
Nasdaq closing price. R epeat this process through w eek 49. Hovv does the 
vveek 49 predicteđ value com pare to the actual Nasdaq average close o f  2615?

5. C om plete the table convcrsion shovvn in Tablc 11.4 through vveek 49. Use 
ESX and supervised learning to  crcate a classification m odel vvith vveeks 3 
through 48 as training data. D oes ESX correctlv  predict the Nasdaq 
Gain/Loss for vveek 49?

6. R epeat the previous exercise using logistic regression. Be sure to replace gain 
and loss values vvith 1 s and Os as appropriate.

7. H ere is an exercise for a real sports fan. D evelop a tim e-series m odel to  deter- 
m ine hovv vvell a professional football runn ing  back vvill perform  in апу given 
week. T he problem  can be treated as a tim e-series application by having at- 
tributes that relate a given vveck s perform ance in  term s o f  the perform ance o f  
previous vveeks. Select an appropriate tim e lag and choose those attributes you 
believe to be m ost predictive o f  future perform ance.You шау vvish to  consider 
attributes such as total yards rushing уеаг to date, average yards rushing per 
game, and average num ber o f  carries per gam e.You may also want to consider 
perform ance measures fo r the opposing team .

8. Perform  a tim e-series analysis for your fav'orite stock. Go to yahoo.com  to get 
m onthly  prices for the stock. Set up a tim e-series analysis using m onthlv clos- 
ing prices for the past five years.

IAB Dcnotes excrcise appropriatc for a laboratory setting.

Appendix A

The iDA Software
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A.1 Softvvare Installation

А-2 Appendix А •  The iDA Software

The instructions for mstalling the iDA softvvare are given in  C hapter 4 and repeatcd hcre.

Installing iDA

T he softvvare should install correctlv vvith all curren t versions o f  MS E.xcel. Hovvever, 
ify o u  are using M S OfEce 2000 o r OfEce ХР, the m acro security lev'el o f  your im ple- 
m entation гпау be set at high. I f  this is the case, the softvvare vvill n o t install.To check 
and possiblv reset the security level, do the follovving:

•  O p en  Excel and select Tools.

• M ouse to Macro then  select Security.

•  If the securitv setting is high, change the setting to medium and click OK.

•  Exit Excel and close all o the r applications.

The fo llow ing  аге the steps fo r insta lling iDA:

•  Insert the C D  that com es vvith the text into your C D  drive.

•  M ouse to  Start and Ieft-click on Run.

•  Specify your C D  drive and tvpe installiDA.exe. For exam ple, i f  your C D  drive is 
D, tv'pe: d:\installiDA.exe.

•  Press Enter.

•  Select N ext, read thc licensc agreem ent, and select Agree.

•  Select Eitiish, then  OK.

•  Ansvver Yes i f  asked "W ould  you likc to enable macros?”

•  U p o n  com pletion , a R eadM e file vvill appcar on  your screen. O n ce  you close the 
file, the installation is com plete.

A  successful installation adds an iDA dropdovvn m enu  item  to the Excel spread- 
sheet environm ent.

It iDA vvill no t install and vour com puter is on  a netvvork, check your com puter 
to determ ine if  a directory that follovvs the path c:\P rogram  Files\M icrosoft 
O fE c e \...\L ib ra ry \E S X  has bcen  created. It’ this directory does n o t exist, your user 
privileges likely need to be upgraded by your systern adm inistrator beforc the softvvare 
can be installed.

A.2 •  Uninstalling iDA A-3

Installing Java

Your iDA N eural N etw ork  softvvare is vvritten in the Java progranuuing language.Java 
is an interpreted  rather than a com piled language. Because o f  this, a Java interpreter 
m ust be resident on your ntachine for the neural netvvork softvvarc to function. The 
C D  that comes vvith your b ook  contains a progratn that vvill install Java version 1.4 on 
your com puter. To install Java on your system, simply double-click on the 
j2sđk_l_4_0-w in  icon contained on  vour install C D  and follovv the instructions. If the 
installation is not successful, сору the install program  to your desktop and attcm pt the 
installation a second tim e. Alternatively, vdsit w w wjavasoft.com  and click on Products 
& A P Is  to dovvnloađ and install the latest version ofjava.

Reinstalling iDA

T he install program  does no t check for a preexisting iDA installation and does not 
autom atically uninstall апу p rio r version.Therefore if  you are instalhng a nevv version 
o f  iDA and currentlv  have iDA installed on vour svstem, bc sure to run  the uninstall 
program  located in the iDA directorv. Also, if  the samplcs directory is not deleted 
during  the uninstall, m anually delete thc directorv p rio r to installing a nevv version 
ofiD A .

A.2  Uninstalling iD A

Го uninstall iDA:

1. Use Winđovvs Explorer to  locate the iDA directorv.

2. D ouble-click o n  the red Uninstall icon.

3. Ansvver Yes w hen  asked if  vou vvant the application remov'ed from vour system.

If  one or ntore files containcd vv-ithin the samplcs directory have been modified, 
thc uninstall program  vvill no t rem ove the samples folder. Hovvever, you can manuallv 
remove the samples folder by right-clicking on the folder and clicking on delete. If 
vou are reinstalhng the softvvare and do not manuallv rentove a m odified samples di- 
rectory p rio r to reinstallation, the install program vvill not overvvrite the existing sam- 
ples directorv files w ith  the original files.

Finally, an uninstall does no t remove the iDA dropdovvn m enu item from vour 
Excel spreadsheet.You need no t remove the dropdovvn m enu item  before reinstalling 
the softvvarc. Hovvev'cr, i f  you vvill not be using iDA in the future and vvish to remove 
the iDA dropdovvn m enu  item , vou can do so as follovvs:
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1. S tartE xcel.

2. Click the Tools | Add-Ins m enu item .

3. U ncheck the Ida item  from  the selection box.

4. Exit Excel.

А.З Softvvare Limitations

T he connnercial version o f  lDA is bound  by the size o f  a single Excel spreadsheet, 
\vhich allovvs a m axirnum  o f  65,536 ro\vs and 256 colum ns.The iDA input format uses 
the first three rovvs o f  a spreadsheet to house inform ation about individual attributes. 
Therefore a maximurn o f  65,533 data instances in attribute-value forrnat can bc mined.

As each Exccl co lum n holds a single attribute, the m axim um  num ber o f  attributes 
allovved is 256.T he m axim um  size o fa n  attribute nam e o r  attribute value is 250 char- 
acters. Also, R u leM aker vvill no t generate rules for m ore than 20 classes. A lthough no t 
required, it is best to  close all o th e r  applications vvhen vou are using the iDA softvvare 
suite o f  tools.This is especially true  for applications containing m orc than a fevv hun - 
dred data instances.

T h e  student version ofiD A  allovvs a m axhnum  o f7 0 0 0  data instances (7003 rovvs) 
and is valid for 180 days after initial installation. T he student version does n o t allovv 
iDA backpropagation neural netvvorks to  be saved.

A .4  G eneral G uidelines  for Softw are Usage

Your iDA softvvare has been thoroughlv tested on the datasets in the samples directory. 
Here vve provdde a fevv helpful rules to avoid problems m ining these or o ther dataset files:

•  Keep the original samples directory files intact. Alvvays сору the  contents o f  a 
samples directory file to a nevv vvorkbook and use the data in  the nevv vvorkbook 
for уоиг data m in ing  experim ents.

•  As m uch as possible, lim it the num ber o f  active processes on уоиг system vv'hile a 
data m ining session is executing. For best results, close all o th e r active processes 
p rio r  to initializing a data rn ining session.

•  M S Excel 2000 and Х Р  uscrs should m ake sure that апу file to  be rnined has thc 
m acro security set at mediutn o r low.

•  W hen  using ESX to perform  an unsuperviseđ clustering on a large dataset, use 
the quick m ine feature in o rder to obtain a best sim ilaritv setting.
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•  U se the quick m ine feature vvith large datasets having several attributes. Ву doing 
so, уои can quickly determ ine vvhich attributes should be flagged as unused or 
displav'-onlv for later m ining sessions.

A.5 Tro u b le sh o o tin g

1 This section presents four conm ion  problems and thcir potential remedies.

Cannot Initiate a Data Mining Session

If a data m in ing  session does n o t initiate, single-click in апу spreadsheet cell contain- 
ing data and try again. I f  this does n o t vvork, сору the spreadsheet data to  a nevv vvork- 
book and initiate a nevv data m in ing  session.

Error Message SaysThere Is a Column Containing 
Data butThere Is No Attribute Name

Апу error that implies that data are contained outsidc the colum n limits o f  the spread- 
sheet is easilv renredied. Simplv highlight the area o f  the spreadsheet that contains the 
acmal data and data declarations. С ору and paste the highlighted area into a ncvv 
vvorkbook.

Running a Data Mining Session Causes an 
lllegal Operation Error or Excel Closes

If Excel closes or throvvs an illegal operation error vvhile running a data rnining ses- 
sion, the problenr is a data form atting  error.T he iDA preprocessor is designed to catch 
most form atting errors. Hovv'ever, it is possible for the preprocessor to  nriss an unusual 
data file error. T he result o f  the uncaptured error vvill likcly result in an illegal opera- 
tion message or term ination  o f  the m ining session.

To locate the error, first make sure an illegal attribute name is no t causing the 
problem . T h e  likelv possibility is that one or rnore carriage return  characters exist in 
one o r m ore attribute names. O n e  simple vvay to check for an illegal attribute name is 
to сору the first five lines o f  the spreadsheet to a nevv vvorkbook. M ake sure that the 
fourth  and fifth lines contain legal attribute values. N ext, imtiate a data m ining ses- 
sion. If  the problem  occurs a sccond tim e, rctype the first three lines o f  the spreadsheet 

and trv' again.
If  an illegal a ttribu te  nanre is n o t causing the problenr, thc error is m ost likely 

one o r  m ore  illegal values for a num eric  attribute.Y ou can test this by declaring all
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real-valued attributes as catcgorical-unused. T hen , in itiate a data m in ing  session. If  
the session com pletes, you know  that one ог several o f  the num cric attributes co n - 
tain undetec ted  illegal values. To locate the error, perform  several m in ing  sessions, 
each tim e rcin troducing  one o r  m ore num eric  attribu tes until the e rro r is observed. 
In this way, you should  be able to  locate апу attribute(s) having illegal values.

As a final op tion , try copying a subset o f  the data to  a new  vvorkbook. A good 
strategy is to сору the first half o f  the dataset to  a nevv vvorkbook and initiate a m ining 
session. If  the session com pletes, you will know  the problcm  exists in  the second half 
o f  the dataset.You can repeat this process to zero in  on  the instance ог instances caus- 
ing the problem .

Summary Statistics Are Given for 
Real-Valued Attributes Declared as Unused

M ean and standard deviation scores for real-valued attributes declared as unused shovv up 
in all output summarv reports. Be assured that real-valued attributes flagged as unused do 
not take part in the m odel building process. To prevent an unused real-valued attribute 
from appearing in the ou tput reports, declare the unused attribute as categorical.

A .6  Softvvare S u p p o rt

As tin ie perm its, the developers o f  iDA do respond to  a lim ited num ber o f  softvvare is- 
sues seen by noncom m ercial users. Problem s dealing w ith  software installation and 
possible softvvare bugs are tw o such problem s that are addressed by the iDA support 
personnel. If  vou are having a sofhvare problem  that you cannot resolve, you can co n - 
tact iDA support via e-m ail at info@infoacumen.com. Alternatively, visit the W eb site 
mow.infoacumen.com and click o n  Contacl us to  e-m ail software support. Finally, al- 
though  your softvvare license expires 180 days ffom  your initial install, you are entitled 
to anv upgrades o f  the student sofrvvare during  the tim e vvhen vour license is in effect. 
Visit the Infoacum en W eb site periodically to  dovvnload the latest student version o f  
the sofhvare.

Appendix B

Datasets for Data Mining

В-1

mailto:info@infoacumen.com


В-2 Appendix В •  Datasets for Data Mining

In this appendix w e provide sunim ary descriptions o f  the đatasets that ассо тр ап у  
your iDA sofhvare suite o f  đata m ining tools. T he datasets are stored as Excel files 
w ith in  the iDA samples directory. We also provide several Web sites containing in ter- 
esting datasets available for free dow nload.

B.1 T h e  iD A  Dataset Package

Ten datascts are included vvith your iDA softvvare package.T he follovving is a descrip- 
tion o f  each dataset.

File nam es: C ardiologyC ategorical.xls
C ardiologyN um erical.xls  

D om ain: M edical
Data source: Dr. D etrano , VA M edical C enter, L ong Beach, CA
Web site: T h e original data is given at the first Web site listed. A m odified

form  o f  the dataset can be found at the second listeđ site. 
http://vsvvvvl .ics .u c i.ed u /p u b /m ach in e-learn in g-  
databases/heart-disease/cleveland.data  
h t t p : / /^ '^ ^ ! .ics .u c i.ed u /p u b /m ach in e-learn in g-  
d atabases/heart-d isease/cleve.m od  

D escription: T h e ckitaset consists o f3 0 3  instances. O f  these instances, 165 hold
inform ation about patients vvho are free o f  heart disease. T h e  re- 
m aining 138 instances contain infortnation  about patients vvho 
have had a heart attack.

Attributes: T h e  orig inal dataset contains 13 real-valued (num eric) a ttr i-
butes and a 14th a ttr ib u te  ind icating  w h e th e r o r n o t the patien t 
has a heart co n d itio n .T h e  dataset was later m odified  by G ennari 
(G ennari an d  Fisher, 1989). H e changed scven o f  the real-val- 
ued attribu tes to categorical (discrete) equivalents to r the p u r- 
pose o f  testing  data n iin ing  tools able to function  in  dom ains 
con tain ing  m ixed data types. T h e  orig inal data is in 
C ard iologyN um erical.x ls. T h e  m ixed form  o f  the  dataset is in 
C ardiologyC ategorical.xls.

File nam es: C reditC ardProm otion.xls
C reditC ardProm otionN et.xls 

D om ain: Credit Card Prom otional OfFerings
D escription: This is a hypothetical dataset con tain ing  inform ation about credit

card holders w ho have accepted or rejected various prom otional

Attributes:

File nam e: 
D om ain:
Data source:

Web site:
FTP download:

D escription:

Attributes:

File nam e: 
D om ain: 
Data source:

Web site:

D escription:
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offerings.The dataset is used to  illustrate т а п у  o f  the data m ining 
techniques discussed in the text.
Each instance contains seven attributes providing inform ation 
about each customer's age, incom e, gender, vvhether the customcr 
has credit card insurance, and vvhether the custom er took advan- 
tage o f  various credit card prom odonal offerings. T he data in the 
file C reditC ardProm odonN et.x ls is a nunrerical transformadon 
o f  the original đataset.

CreditScreening.xls 
Credit Card Applications
T h e  cLata source is confidendal. Dr. Ross Q uinlan subm itted the 
data to the listed Web site
h ttp ://w w w l.ics.u ci.ed u /~m learn /M L R ep ository .h tm l
ftp ://ftp .ics .u c i.ed u /p u b /m a ch in e-lea rn in g -
databases/credit-screening/
T h e  file contains cktta about credit card applicadons. All attribute 
natnes and values have been changed to  rneaningless symbols to 
protect confidendalitv o f  the data.The dataset offers a m ix o f  cat- 
egorical and continuous attributes. T hc data also has a few ntiss- 
ing values. These values are given as blank cells in the Excel 
spreadsheet.
Each instance contains 15 input attributes and one ou tput at- 
tr ib u te .T h e  input attributes have been given arbitrarv nam es.The 
o u tp u t attributc is specified as class. I f  the value ot dass is + , the 
individual received credit card approval. A value o f -  for the dass 
a ttribute indicates a rejected application.

D eerH unter.xls 
W ildlife M anagem ent
Dr. John W hitehcad, Professor o f  Econom ics at East Carohna 
University
T h e  dataset, as vvell as similar datasets for bass and trout anglers, can 
be found at h ttp ://p erson al.ecu .ed u /w h iteh ead j/d ata /n s/.
Dr.W hitehead also provides a nice intiuducrion to logisric regression
at http://w w w .csb.uncw il.edu/people/w hiteheadj/logit/
T h e  dataset contains in fo rm adon  about 6059 individual decr 
hunters vvho vvere asked vvhether thcy vvould have taken апу 
hun ting  trips du ring  1991 if  the total cost o f  their trips vvas a 
specified atnoun t m ore than vvhat they had paid for the current

http://vsvvvvl
http://%5e'%5e%5e
http://wwwl.ics.uci.edu/~mlearn/MLRepository.html
ftp://ftp.ics.uci.edu/pub/machine-learning-
http://personal.ecu.edu/whiteheadj/data/ns/
http://www.csb.uncwil.edu/people/whiteheadj/logit/
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Attributes:

File nam e: 
D om ain: 
Data source:

D escription:

Web site: 
Attributes:

File nam e: 
D om ain: 
Data source:

Web site: 

D escription:

уеаг. A lthough each instance contains onlv one increase am ount, 
there are a total o f  10 possible dollar increase values ranging 
from  as little as $9 to  as m uch as S 953 .T he original data are part 
o f  a survey conducted  by the U.S. Fish and W ildlife Service.W c 
obtained a cleaned fo rm  o f  the dataffie from Dr. Jo h n  
W hitehead.
T h c  cleaned dataset contains 20 inpu t attributes and one ou tpu t 
attribu te indicating vvhether the hu n te r responded positively to  
the aforem entioned question. A ttribu te explanations are provided 
in  the Excel file contain ing the data. T h e  attribu te Mttame is a 
survey w eighting  variable and should n o t be used.

grb4u.xls
A stronom y
Fourth  C atalog o f  the Burst and Transient Source E xperim ent 
(BATSE) on  board the C o m pton  G am m a Ray O bservatory 
G am m a гау bursts are b rie f  ganuna гау flashes w hose origins are 
outside o f  o u r solar system. M ore than 1000 such cvents have 
been recorded. T he gam ma гау burst data in this dataset is taken 
frorn the BATSE 4B catalog.The bursts were observed by BATSE 
aboard N A SA ’s C o m p to n  G am m a R ay O bservatory betw een 
A pril 1991 and M arch 1993.
h ttp :// w w w .b atse .m sfc .n asa .gov /b atse /grb /ca ta log /
A lthough m any attributes have been m easured for these bursts, 
the dataset is lim ited to seven attributes. A ttribute burst gives the 
burst num ber, '1'90 and 50  measure burst duration (burst length), 
P 256  and fluence measure burst brightness, and H R 3 2 1  and H R 3 2  
m easure burst hardness. For adđitional in form ation  about these 
attributes, visit the BATSE W eb site.

N asdaqD ow .xls
Finance
T h e Web sites give the Nasdaq and D o w  Jones closing prices in 
dow nloadable spreadshect form at.You are given options for start 
and end dates as well as vvhether the inform ation is to  be sum m a- 
rized by day, week, o r m onth . 
h ttp ://ch a rt.y a h o o .co m /d ? s= AIXIC  
h ttp ://ch a r t.y a h o o .co m /d ? s= ADJI
T h e data is a tim e-series representation o f  average weekly clos- 
ings for the Nasdaq and the Dovv Jones Industrial Average. T he
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Attributes:

File nam e: 
D om ain: 
Data source: 
D escription:

Attributes:

File names:

D om ain: 
Data source: 
D escrip tion:

Attributes:

first tablc entry  shovvs the average vveeklv close for the Nasdaq as 
4176.753 for vveek 3 o f  the уеаг 2000.
Week gives thc vear and vveek o f  the уеаг. The third w eek o f  thc 
уеаг 2000 is represented by 200003. NasdaqAi>. Close and DowAv. 
Close represent respective avcrage closing prices for the current 
week. NasdaqAv. C lose-1  and DoivAv. C lo se - t are average clos- 
ing prices for the previous vveek. Likevvise, Nasdaq Av. Close - 2  
and Doiv Av. Close - 2  are average closing prices for tvvo vveeks 
p rio r to the curren t vveek.

SpineData.xls
M edical
A m etropohtan arca spinc clinic
T h e  dataset contains inform ation about patients vvho have had 
back surgery.
T h e  dataset contains 31 attributes. Several attributes relate to the 
cu rren t health status o f  the patient. O th e r  attributes offer infor- 
m ation about general patient characteristics (sex, height, vveight, 
etc.).

sonar.xls (supervised) 
sonaru.xls (unsupervised)
LandSat Im age Data
C ivco (1991)
T h e  dataset contains pixcls represen ting  a digitized satcllite im - 
age o f  a p o rtio n  o f  the e a rth ’s surface.T he train ing and test data 
consist o f  300 pixels for w h ich  g round  tru th  has been estab- 
lished. T hese data have been classified tn to  15 categories: 
U rban , A gricu ltu re  1, A gricu lture 2, Turf/G rass, Southern 
D eciduous, N o rth e rn  D eciduous, C oniferous, Shallovv Water, 
D eep  W ater, M arsh, Shrub  Swamp, W oodeđ Svvamp, Dark 
B arren . Barren 1, and B arrcn  2. Each categorv contains арргох- 
im ately 20 instances.
Each pixcl is represented by six num eric values consisting o f  the 
m ultispectral reflectance values in six bands o f  the electromag- 
nctic spectrum: blue (0.45—0.52 m), green (0.52—0.60 m), red 
(0.63 - .0 6 9  m), near infrarcd (0 .76-0 .90 m), and tvvo middle in- 
ffared (1.55-1 .75 and 2 .08-2 .35  m).

File nam e: Titanic.xls

http://www.batse.msfc.nasa.gov/batse/grb/catalog/
http://chart.yahoo.com/d?s=AIXIC
http://chart.yahoo.com/d?s=ADJI
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D om ain: 
Data source: 
Web site:

Description:

Attributes:

Large-Scale Tragedv
Dawson (1995)
h ttp ://w w w .a m sta t.o rg /p u b lica tio n s/jse /
jse_data_archive.htm l
T he dataset contains 2201 instances. Each instance describes at- 
tributes o f  an individual passenger o r  crew m em ber aboard the 
Titanic.
T h e  input attributes include the class, sex, and age o f  the individ- 
ual.T he ou tpu t attribute indicates vvhether the passenger or crcvv 
niem ber survived.

File nam e: UsTem peratures.xls
D om ain: Weather
Data source: Peixoto (1990)
Web site: h ttp ://lib .sta t.cm u .ed u /D A S L /D a ta file s/
D escription: T h e  dataset offers the norm al average Јапиагу m inim um  tem per-

ature in  degrees Fahrenheit for 56 U.S. cities.T he data vvere col- 
lected from  1931 th rough 1960. T he daily m inim um  
tem peratures in Јапиагу vvere com puted  by adding daily tem pera- 
tures and dividing by 3 1 .T h e n , the avcrages for each уеаг vvere 
averaged over the 30-year period.

Attributes: Each instance has one attribu te containing the city and state ab-
breviation, one attribu te holding the  average Јапиагу m in im um  
tem perature in degrees Fahrenheit from  1931 to  1960, one at- 
tribu te giving the latitude o f  the city in degrees north  from  the 
equator, and one attribu te stating thc longituđe in degrees vvest o f  
the prim e m eridian.

B.2 W e b  Sites C o n ta in in g  Datasets for M in in g

A vvealth o f  datasets for data m in ing  can be found on the Internet. W ith a little help 
from the sites listed in this section, уои can have fun exploring the W eb for intercsting 
data .T he tnajority o f  data files listed at the W eb sites are n o t in il)AV form at. In fact, 
уои will find that птапу o f  the datasets consist o f  three files. O n e  file containing the 
data, a second file holding the nam es o f  the attributes associated vvith the data, and a 
third file describing the data. It vvill be уоиг jo b  to convert the data to  iDAV form at. 
Also, missing attribu te values are usuallv represented in the datasets vvith a question 
m ark. Be sure to  replace апу question m ark characters that represent niissing data 
iteins vvith blank spaces.
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DASL

DASL (pronounced "dazzle”) is a W eb site offering vvell over 100 datasets for illustrat- 
ing basic statistical m ethods. Several o f  the datasets аге appropriate for data mining. 
М апу datasets contain as fevv as tw o attributes and hav'e less than 100 instances. The 
data is conveniently tab dehniited. T he Web address for DASL is h ttp ://lib . 
stat.cm u .ed u /D A S L /D atafiles/.

StatLib, a statistical data and sofhvare distribution sitc is the parent directory for 
the DASL W eb site. Statlib links to several additional datasets o f  interest. T h e  Web site 
for StatLib is h ttp ://lib .s ta t.cm u .ed u /.

MLnet Online Information Service

M lnet O nhne  Inform ation Service (M Lnet OiS) is a repository o f  useful inform ation 
about data m ining and knovviedge discovery, knovvledge acquisition, and case-based 
reasoning.The W eb address for the M lnet library is h ttp ://w w w .m ln e t.o rg /.

T he link h ttp ://w w w .m lnet.org/cg i-b in /m lneto is.pI/?F ile=d atasets.h tm l
offers a fist o f  dovvnloadable datasets for data m ining. Several interesting data files are 
available, indud ing  datascts about database marketing, chckstrcanr analvsis, and textual 
data m ining.

Several free and com m ercial data m ining softvvare tools are available at 
h ttp ://w w w .m ln et.org /cg i-b in /m ln eto is .p l/?F ile= so ftw are .h tm l.

KDNuggets

K D Nuggets is the leađing inform ation repositorv for data m ining and knovvledge dis- 
covery.The site incluđcs inform ation on data m ining— companies, sotfvvare, publications, 
courses, datasets, and more. The hom c pagc o f  the Kdnuggets Web site is http://  
w ww .kdnuggets.com .The follovving Kdnuggets site provides links to popular datasets 
ffoni several domains: http://w w w .kdnuggets.com /datasets/index.htm l.

UCI Machine Learning Repository

T he U C I M achine Learning R eposito rv  contains a vvcalth o f  data fronr several do- 
mains. T he U C I hom e page address is h ttp ://w w w l.ic s .u c i.ed u /~ m lea rn /  
M LRepository.htm l. T h e FTP archiv'e site for dow nloading the datasets in the UC.l
library is ftp ://ftp .ics.u ci.ed U /p u b /m ach in e-learn in g-d atab ases/.T h e follovv- 
ing address offers a sum m ary description o f  each ot the dovvnloadable datasets. 
h ttp ://w w w l.ics .u c i.ed u /~ m lea rn /M L S u m m a ry .h tm l.

http://www.amstat.org/publications/jse/
http://lib.stat.cmu.edu/DASL/Datafiles/
http://lib
http://lib.stat.cmu.edu/
http://www.mlnet.org/
http://www.mlnet.org/cgi-bin/mlnetois.pI/?File=datasets.html
http://www.mlnet.org/cgi-bin/mlnetois.pl/?File=software.html
http://www.kdnuggets.com.The
http://www.kdnuggets.com/datasets/index.html
http://wwwl.ics.uci.edu/~mlearn/
ftp://ftp.ics.uci.edU/pub/machine-learning-databases/.The
http://wwwl.ics.uci.edu/~mlearn/MLSummary.html
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JSE Data Archive

T he Jourtial o f Statistics Education is an in ternational jo u rn a l on  teaching and learning 
about statistics. T h e  jo u rn a l’s W eb site is h ttp ://w w w .a m sta t.o rg /p u b lica tio n s/  
jse /to c .h tm l.T h e  W eb site supports a data archive contain ing several interesting data 
m in ing  applications. T he address for the data archive is h ttp ://w w w .a m sta t.o rg /  
publications/jse/jse_data_archive.htm l.

Bibliography

Agrawal, R ., lm iehnski.T ., and Swam i,A . (1993). M ining Association R ules Betsveen 
Sets o f  Items in Large Databases. In P. B unem an and S.Jajordia, eds., Proceedings of 
th e A C M  Sigmoid International Conference ott Management ofData, N ew Y ork:A C M .

Baltazar, H . (1997).TrackingTelephone Fraud Fast. Computenvorld, 3 1 ,1 1 ,7 5 .

Baltazar, H . (2000). N B A  Coaches’ Latest Weapon: Data M ining. PC  Week, M arch 6,69.

Brachm an, R . J., Khabaza, T., Kloesgen, W., Pieatetsky-Shapiro. G., and Simoudis, E. 
(1996). M ining Business Databases. Comtnunications o f theA C M , 3 9 ,1 1 ,4 2 -4 8 .

Breim an, L. (1996). Bagging Predictors. Machine Leartting, 2 4 ,2 ,1 2 3 -1 4 0 .

Breiman, L., Friedm an, J., O lshen, R ., and Stone, C. (1984). Classiftcatiott and Regressiott 
'l'rees. Monterey, CA : W adsworth International Group.

Buchanan, B., Sutherland, G., and Feigenbaum , E. (1969). Heuristic D EN D R A L: A 
Program  for G enerating Explanatory Hvpotheses in O rganic Chemistrv. In B. 
M eltzer, D. M ichie, and M. Swann, eđs. Machine Intelligence (vol. 4). Edinburgh, 
Scotland: E dinburgh University Press, 209-254.

Case, S., Azarmi, N .,T h in t, M., and O htani,T . (2001). Enhancing E-C om m unities with 
Agent-Based Systems. Comptiter, July, 64-69.

Chester, M . (1993). Neural Networks■— A  Tutorial. U pper Saddle River, NJ: P T R  
Prenrice Hall.

Civco, D. L. (1991). Landsat T M  Land Use and Land Cover M apping Using an 
Artificial N eural N etw ork. In Proceedings o f the 1991 Amiual Meeting of the 
American Societg fo r  Pliotogrammetry and Remote Sensitig. Baltimore, MD., 3, 66-77.

Сох, E. (2000). Free-Form  Text Data M ining Integrating Fuzzy Systems, Self-Organizing 
Neural Nets and Rule-Based Knovvledge Bases. P C A I, Septeinber-October, 22-26.

BIB-1

http://www.amstat.org/publications/
http://www.amstat.org/


BIB-2 Bibliography

D asgupta, A., and Raftcry, A. E. (1998). D etecting  Features in  Spatial Point Processes 
w ith  C lu tter via M ođel-based C lustering. Journal o f tlie American Statistical 
Association, 93, 441 ,294-302 .

Dawson, R . (1995). T h e  “U nusual Episode” D ata Revisited. Journal o f Statistics 
Education, 3 ,3 .

D em pster, A. P , Laird, N . M ., and R ub in , D. B. (1977). M axim um -L ikelihood from 
Incom plete Data via the EM  A lgorithm  (vvith Discussion). Journal o f the Royal 
Statistical Society, Series B, 3 9 ,1 ,1 -3 8 .

D ixon ,W .J. (1983). Introduction to Statistical Analysis, 4 ,h ed. NevvYork: McGravv-Hill.

D uda, R .,  Gaschnig, J., and H art, P. (1979). M odel Desigti in the P R O S P E C T O R  
C onsultant System for M ineral Exploration. In D. M ichie, ed., Expert Systems in 
the Microelectronic Ауе. Edinburgh, Scotland: Edinburgh U niversity Press, 153-167.

D urfee, E. H. (2001). Scaling U p A gent C oord ina tion  Strategics. Computer,July, 39 -46 .

Dvvinnell,W. (1999).Text M in ing  D ealing vvith U nstructured  Data. P C A I,  M ay-June, 
20 -23 .

Edelstein, H .A . (2001). Pan for G old in the Clickstream. Information VVcek, M arch 12.

Fayyad, U., Haussler, D., and Stolorz, P. (1996). M ining Scientific Data. Communications 
o fth eA C M ,  3 9 ,1 1 ,5 1 -5 7 .

Fisher, D. (1987). Knovvledge Acquisition via Increm ental C onceptual C lustering. 
Machine Learning, 2, 2 , 139—172.

Freund,Y ., and Schapire, R . E. (1996). Experim ents vvith a nevv boosting algorithm . In 
Saitta, L., ed., Proc. Thirteenth Intcrnational Conference on Machine Learning. San 
Francisco, CA: M organ Kaufm ann, 148-156.

Gardner, S. R . (1998). Building the Data W arehouse. Communications o f theA C M , 4 1 ,9 , 
52 -6 0 .

G ennari, J. H ., Langley, P , and Fisher, D. (1989). M odels o f  Increm ental C oncep t 
Form adon. Artificial Intelligence, 40, (1-3), 11-61.

G iarratano, J., and Riley, G. (1989). Expert Syslems: Principles atul Programming. Nevv 
York: PW S-K ent.

Gill, H . S., and R ao , P. C . (1996). 77te Official Gttide to Data Warehousing. Indianapolis, 
IN : Q u e  Publishing.

Giovinazzo, W. A. (2000). Ohject-Oriented Data VVarehouse Desigti (BuUding a Star 
Schema). U ppcr Saddle River, NJ: P rcndce Hall.

G ranstein, L. (1999). Looking for Patterns. WaU StreetJotirnal, June 21.

Bibliography BIB-3

Haag, S., Cunm rings, M ., and M cCubbrey, D. (2002). Management Information Systems 
fo r  the Information Age, 3rd ed. Boston: McGravv-Hill.

H olland, J. H . (1986). Escaping Brittleness: T h e  Possibilities o f  General Purpose 
Learning A lgorithm s Applied to Parallel Rule-Based Svstems. In R . S. Michalski, 
J. G. Carbonell, and T. M. M itchell, cds. Machine Leaming:An Artificial Intelligence 
Approach (vol. 2). San Mateo, CA: M organ Kaufmann, 593-623.

H osm er, D. W., and Lemeshovv, S. (1989). Applied Logistic Regression. Nevv York: John 
W iley & Sons.

H untsberger, D.V. (1967). Elements o f Statistical Inference. Boston, MA: АИуп and Bacon.

Inm on,W . (1996). Builditig tlie Data Warehouse. N ew  York:John Wiley & Sons.

Jain, A. K., Mao, J., and M ohiudđin , K. M. (1996). Artificial N eural Netvvorks: A 
Tutorial. Computer, M arch, 31-44 .

Kass, G.V. (1980). An exploratory technique for invesdgating large quanddes o f  cate- 
gorical data. Applied Statistics, 2 9 ,119 -127 .

Kimball, R ., Reeves, L., Ross, M ., and Thornthvvaite, W. (1998). 'l'he Data Warehouse 
Lifecycle Toolkit: Expert Methods for Designing, Developing, and Dcploying Data 
Wareliouses. Nevv Y ork:John W iley & Sons.

K ohonen, T. (1982). C lustering, Т ахопоту , and Topological Maps o f  Patterns. In M. 
Lang, ed. Proceedittgs o f the Sixth International Conference оп Pattern Recognition, 
Silver Spring, M D : IEEE C om pu ter Society Press, 114-125.

Lashkari, Y., M etral, M ., and Maes, P (1994). Collaboradve Interface Agents. In 
Proceedings o f the Twelfth National Conjerence on Artificial Intelligence, M enlo Park, 
C A :A m erican Association ofA rdficial Intelhgcnce, 444—150.

Lew is,M . (1998).D csigning for H um an-A gent Interaction. A I  Magazine, 19 ,2 ,67 -78 .

Llovd, S. P. (1982). Least Squares Q uantizadon  in P C M . IEE E  Transactions on 
Information Tlieory, 2 8 ,2 ,1 2 9 —137.

Long, S. L. (1989). Regression Models fo r  Categorical and Limited Dependent Variables. 
T housand Oaks, CA: Sage Publicadons Inc.

M aclin, R ., and O pitz, D. (1997). An Em pirical Evaluation o f  Bagging and Boosting. 
Fourteenth National Conference ott Artificial Intelligence, Providence, R I : AAAI Press.

M aiers,J., and Sherif,Y. S. (1985). A pplicadon o f  Fuzzy SetT heory . IEEE Transactions 
оч Systems, Man, and Cybernetics, S M C -1 5 ,1, 41-48 .

M am dani, E. H ., and Asssilian, S. (1975). An E xpcrim ent in Linguisric Svnthesis vvith a 
Fuzzy Logic C ontroller. International Journal o f Man-Machine Studies, 7 ,1 ,1 —13.



BIB-4 Bibliography

M anganaris, S. (2000). Estm iating Intrinsic C ustom er Value. D B 2 Magazine, 5, 3, 
44 -50 .

McCarthy,V. (1997). Strikc It R ich! Datamation, 4 3 ,2 ,4 4 -5 0 .

M cC ulloch, W. S., and Pitts, W. (1943). A Logical Calculus o f  thc Ideas Im m inent in 
N ervous Activitv. Bulletin o f Mathematical Biophysics, 5 ,1 1 5 -1 3 7 .

M ena,J. (2000). B rin g in g T h e m  Back. Intelligent Cuterprise, 3 ,1 1 , 39-42 .

M erril, D. M ., and Tennyson, R . D. (1977). Teaching Concepts: A n  Instmctional Design 
Guide. Englevvood Cliffs, NJ : Educational Technology Publications.

M itchell, T. M . (1997). Does M achinc Learning R eally Work? А 1 Magazine, 18, 3,
11- 20 .

M obasher, B., Cooley, R ., and Srivastava, J. (2000). A utom atic Personalization Based 
on Web Usage M ining. Comniunications o f tlicAC M , 4 3 ,8 ,1 4 2 -1 5 1 .

M ukherjee, S., Feigelson, E. D„ Babu, G. J„  M urtagh, F„ Fraley, C „  and Rafter, A. 
(1998).Three Types o f  G am m a R ay Bursts. Astrophysical fournal, 508, 1, 314-327.

Раупе, T„ and Edvvards, P. (1997). Interface Agents that Learn: A n Investigation o f  
Learnm g Issues in  a Mail Agent Interface. Applied Artificial Intelligence, 1 1 ,1 ,1 -3 2 .

Peixoto, J. L. (1990). A propcrty  o f  w ell-form ulateđ polynom ial regression models. 
Anmican Statistician, 44 ,2 6 —30.

Perkowitz, M „ and E tzioni, O. (2000). Adaptive Web Sites. Communications o f theA C M , 
4 3 ,8 ,1 5 2 -1 5 8 .

Q u in lan ,J. R . (1994). C om paring  C onnection ist and Svm bohc L earning M ethods. In 
H anson, S. J„  G. A. Drastall, and R . L. R ivcst, eds„ Computational Learning Theory 
and Natural Learning Systcms, C am bridge, M A: M IT  Press, 445-456 .

Q uin lan ,J. R . (1986). In d u cd o n  o f  Decision Trees. Machine Learning, 1 ,1 ,8 1 -1 0 6 .

Q uin lan , J. R . (1993). Programs for Machine Learning. San M ateo, CA: M organ 
Kaufmann.

R ich , E „ and Knight, K. (1991). Artificial Intelligence, 2nd ed. N ew  York: M cGravv-Hill.

R oiger, R .J . ,  and C ornell, L. D. (1996). Selecting Training Instances for Supervised 
Classification. In Proceedings IS A I/IF IS , IH E E -TA B  Products Group. N ovcm ber, 
150-155.

R oigcr, R .J ., and C ornell, L. D. (1992). A n Induction-B ased M odel for Classification 
o f  Landsat Data. Intemational Archives o f Photogrammetry and Remote Setising, 29, 3, 
651—655.

Bibllography BIB-5

Senator.T. E„ G oldbert, H . G .,W ootcn ,J„ C ottin i, M. A„ Khan, A. F. U„ Klinger, C. 1)., 
Llamas,W. M „ M arrone, M. H, and W ong, R . W. H. (1995).T he Financial Crimes 
Enforcem ent Netvvork AI Svstem (FAIS): Identifying Potential Мопеу 
L aundering from  R eports o f  Large Cash Transactions. A l  Magazine, 16, 4 ,21 -39 .

Shannon, C. E. (1950). Program m ing a C om pu ter for Plaving Chess. Philosophical 
Magazine, 4 1 ,4 ,2 5 6 -2 7 5 .

Shavlik, J„  М оопеу, J„  and Tovvell, G. (1990). Symbolic and N cural Learning 
Algorithms: An Experim ental Com parison (Revised). Tech. R ept. No. 955, 
C om pu ter Sciences D epartm ent, University ofW isconsin, M adison,W I.

Shortliffe, E. H. (1976). M Y C IN : Computer-Based Medical Consultations. Nevv York: 
Elsevier Press.

Spiliopoulou, M. (2000). Web Usagc M ining for Web Site Evaluation. Communications 
o fth e A C M  , 4 3 ,8 ,1 2 7 -1 3 4 .

Sum m ers, E. (1990). ES: A  Public D om ain Expert System. B Y T E , O ctober, 289.

Sycara, K. P. (1998).T h e  Мапу Faces o f  Agents. А 1 Magazine, 1 9 ,2 ,1 1 -1 2 .

Turing, A. M . (1950). C om pu ting  M achinery  and Intclligence. Mind  59, 433-460.

Vafaie, H „  and D ejong, K. (1992). G enetic Algorithm s as aT ool for Feature Selection 
in M achine Learning. In Proc. lnternational Conference on Tools with Artificial 
Intelligence. Arlington,VA. IEEE C om pu ter Society Press, 200-205.

Weiss. S. M „ and Indurkhva, N. (1998). Predictive Data Minitig: A  Practical Guide. San 
Francisco, CA: M organ Kaufmann.

W idrow, B„ R um elhart. D. E„ and Lehr, M. A. (1994). N eural Netvvorks: Applications 
in  Industrv, Business and Science. Comniunications o f tlieAC M , 3 7 ,3 ,9 3 -1 0 5 .

Widrovv, B„ and Lehr, M . A. (1995). Perceptrons, Adalmcs. and Backpropagation. In M. 
A. Arbib. ed„ The Handbook o f Brain Thcory and Neural Netuiorks. Cambridge, MA: 
M IT  Press, 719-724 .

W inston, P. H . (1992). Artificial Intelligence, 3ai ed. R eading, MA: Addison-Wesley.

W itten, 1. H „  and Frank, E. (2000). Data Mitiing: Practical Machine Learning Tools and 
Techniques with Java Implementations. San Francisco, CA: M organ Kaufmann.

Zadeh, L. (1965). Fuzzv Sets. Information and Control 8, 3 ,3 3 8 -3 5 3 .



L

lndex

A
a priori probability, 302
ассигасу, m odel. Sce dassifkation corrcctness, 

evaluation o f  
Acme Credit Card С отрапу . See credit card 

prom otion database 
Acme Investors Inc., 11-14 
adaptive W cb sites, 341-342 
affinity analysis, 78. See aho association rulcs 
agglomerative clustering, 3 09-312 ,338  
aggregation operations, OLAP, 195 
algorithms

agglomerative clustering, 309-312 .338  
apriori, 49, 80-83 
attribute selection, 157
backpropagation lcarning, 106 ,251-252 ,257-260  
C 4 .5 ,9 ,6 8 -6 9 ,7 1 -7 6  
CART, 77 
CHAID, 77
conceptual clustering, 312-315 
Covering Set Rules, 130-131 
expectation-m axim ization (EM), 315-317 
genetic learning, 9 0 -9 7 ,1 5 8 -1 5 9 ,2 5 2 —253 
ID 3.77
K-Mcans. See K-M eans algorithnt 
partitioning, 50 
speed of, 99
textual data m ining, 342-343 
unstable. 78 ,343  

apriori algorithm, 49, 80-83  
artificial inteUigence (AI),318 
assodation rules, 4 1 .4 9 ,7 8 -8 4  

apriori algorithm  for, 49, 80-83 
categorical attributes and, 49 
coniidcncc of. 79

dravvbacks of, 49 
interpretation of, 83-84 
multiplc output attributes from, 49, 78 
support statistics for, 79 
Web-based data m ining and. 338 

AT&T, 24
attribute-selection algorithms, 157 
attributc significance values, ESX. 121,132 
attribute-value format. 8 
attributes, 8 

catcgorical 
apriori algorithm  and, 49 
classification niodels and. 34 
converting num eric to, 112 
converting to numeric, 156-157,247-248 
display o f  most comm on, 121 
ESX dom ain statistics for. 120-121, 128 
genetic algorithms and, 90 
iDAV data file form at for, 112—113 
incorrcct values of, 154 
K-M eans algorithm  and. 88 
likely values for missing, 155 
necessary and sufficient, 124, 125 
prediction models and, 37 ,39 ,332-333  

com bining w ith other attributes, 159-160 
correlation of, 228 
creation ofnew , 159—160 
as dependent variablcs, 34 
evaluation of, 165-169,215 
iDAV data file form at for, 112—113.114 
as inđepcndcnt variables, 34 
m ultiple fiom  association rules, 49 
nonpredictive 

elim ination of, 157-159 
identification of, 227,232

l-T



1-2 lndex

num eric 
Bayes classifier and, 306-308 
converting categorical data to, 247-248 
decision trees and. 71-72  
estim ation m odels and, 36 
ESX dom ain statistics for, 121,128 
genetic algorithms and, 90 
iDAV data file form at for, 112 
K-M eans algorithm  and, 88 
likelv values for missing, 155 
neural netvvorks and, 45 
prediction models and, 37 ,39  
significance of. 232 
statistical regression and, 47-48  
treating as categorical, 112 

redundant. identifying with Excel, 227-231 
scatterplot diagrams of, 229-231 
selection of, 69, 157 
zero-valucd, 305-306 

autom ated W cb page synthesis systems, 342 
autom ated W cb site personalization, 340—341 
average m cm bcr technique, 255

в
backpropagation lcarning, 106,251 —252,257—260 

four-step approacli to with iDA Analyzer, 
266-278 

overtraining o f  netw ork with, 278 
Bacon, Sir Francis, 150 
bagging (bootstrap aggregation), 343-344.

345-346 
Bank o f  America, 25
banking mdustrv, data m ining applications for, 

24-25 
basic-levcl nodcs, 312 
BATSE projcct, 173, B-4 
Baycs classifier. 302-308 

example of. 303-305 
num eric data and, 306-308 
treatm ent o f  missing valucs by. 155,306 
zero-valucd attributcs and. 305-306 

Baves thcorcm , 302
Bayesian Inform ation G riterion  (BIC), 311 
bias sainples. evaluation o f  with lift, 56-58  
BIC. Sec Bavesian Inform ation C riterion  (BIC) 
blank cells. checking for w ith iDA. 106 
boosting, 344—346
bootstrap aggregation. .343-344. .345-346 
bootstrapping, 224—225

brain, neural networks as m odel of, 45,246 
business, data m ining applications for. 24-25 
busincss understanding, C R ISP -D M  process 

m odel and, 163

c
C4.5 dccision trcc m odcl, 9 .68—6 9 ,7 1 -7 6  
cardiology paticnt datasct, 3 7 ,3 8 -4 0 ,3 5 8  
C A R T  algorithm, 77 
categorical attributcs

apriori algorithm and, 49 
classification models and, 34 
convcrting to num cric, 156-157 ,247-248  
display o fm o st com m on, 121 
ESX dom ain statistics for, 120—121,128 
genetic algorithms and, 90 
iDAV data file form at for, 112—113 
incorrect valucs for, 120,154 
K-M cans algorithm  and, 88 
likely valucs for missing, 155 
ncccssarv' and sufficient, 124, 125 
prcdiction modcls and, 3 7 ,3 9 ,3 3 2 —333 
trcating num bers as, 112 

categorv udlity, 312-313 
C H A ID  algorithm, 77 
class prototypc, 133—134 
classes, 8

class predictability and, 122 
class predictiveness and, 123-124 
class rule generation and. 124-126,130-131 
ESX class resemblance scores for, 111-112, 

118-119, 127,162 
ESX summary shects for, 121-124 ,129-130  
ESX superviscd lcarning statistics for. 129-130 
ESX unsupcrviscd clustcring statistics for,

121-124
ncccssity and class m embership, 122 

classical concept view, 6 
classical hvpothesis testing m odel, 221-222,

225-227 ,232  
classification correctness 

evaluation of, 52-56 
by com paring tw o supcrviseđ learner models. 222, 
225-227
confusion matriccs and, 53—54 
mcan absolute error and, 55 
mean squared error and, 55 
two-class error analysis and, 54—55 

improvem ent o f

lndex 1-3

bagging and, 343-344 
boosting and, 344—345 
instance typicality and, 345-347 

classificadon modcls, 8, 34-35 
k-nearest neighbor classificarion, 23 
nearest neighbor classification and, 22—23 

classificr crror rate (E), 223 
classifiers, instance-based. 160 
CLASSIT, 315 
clickstreants, 335 
cluster quality scorcs, ESX, 120 
clustering, unsupervised. Scc unsupervised clus 
tering models; unsupcrvised clustering 
techniques
clusters parameter. iDA. 280
CO B W EB . 312-315
coefficicnt o f  determ inarion, 296
C om pton G am m a-R ay Observatory, 173, 360
computers

concept learning by, 5 -6  
use o f  for data m ining, 4 

conccpt đcfinitions, 7-11 
conccpt hierarchies, 194 
concepts, 6 -7

classical view  of, 6 
exemplar view of, 7 
probabilistic view of, 6—7 
role in learning process, 5 

conceptual clustering, 312-315 
condirional probability, 299 
confidcncc, associarion rule. 79 
confidence intervals, test set error, 215,222-227  
confusion matrices, 53-54  
constellation schcma. 190,191 
control group, 221 
cookies, 336
correctness values, ESX, 132 
correlation coefficient (r), 228 
Covering Set R ules algorithm , 130-131 
crcdit card fraud, detecring through data m ining, 

24
credit card prom otion database, 42-43, B -2-B -3  

associarion rule analysis and, 80-83 
attribute selecrion and, 158-159 
đecision tree analysis of, 69-76  
OLAP analysis of. 194—196 
opening and loading into ESX, 114—115 
pivot tables for, 198—205 
supervised generic learnm g and, 92—95

supervised lcarning w ith ESX, 126-131 
unsupervised clustering with ESX, 114—126 

credit card screening dataset, 163,165,166-169, 
B-3

C R ISP-PM  process model, 163-164 
Cross Industry Standard Process for Data Mining 

(C R ISP-D M ), 163-164 
cross validarion, 224
crossover operators, genetic algorithms and, 90, 

91 ,94 ,95  
curvilinear relarionships, 229 
customers, intrinsic value of, 25-27

D
DASL Web site, B-7 
data

catcgorical. See categorical attributes 
cleaning of. See data cleaning 
data vvarehouses of. See data vvarehouses 
duphcate, 153
flat filcs (spreadsheets) of, 20-21, 151
iDAV data file form at for, 112—114
incorrcct, 154
metadata on, 186
missing values, 99, 154—155,306
norm al đistriburion of. 99,217-221
normalization of, 155—156
numeric. See num eric attributcs
outlicrs, 41 ,134 ,154
prcprocessing of, 106, 138, 148. 153-155
rclational databases of. See relarional databases
removal of, 154,184
sclcction o f  training, 160-161
sm oothing of, 154
training, 10 ,215 ,224-225 ,272
transactional databases of. See transactional data
bases
transfer o f  from database to data warehouse, 20 
transformarion of. See đata transformation
valiđation, 222—223 
W cb-bascd data m ining and. 335—337 

data cleaning, 153-155
data sm oothing and, 154 
data warehouse process modcl and. 186 
identify ing incorrect values, 154 
locating duplicate records, 153 

data mstanccs. See instances, data 
data marts, 185-186, 191-192 
data m ining. See also Knosvleđge Discoverv in



1-4 lndex

Databascs (KDD) 
applications of, 23-27  
C R ISP -PM  process m odel for. 163-164 
definition of, 4 
cxpcrt systems vs., 17—18 
four-stcp process m odel for, 19-22 
induction-bascd lcam ing and, 4 -5 ,3 1 8 -3 2 0  
Knosvledge Discovcry in Databascs (KDD) 

and, 5 ,148 
manual, 16-17
num bcr o f  records required for, 19

O n-linc Analytical Processing (OLAP) and. 
See O n-line  Analytical Proccssing (OLAP) 

predicting custom cr intrinsic valuc vvith. 25-27 
questions best solved by, 14-17 
real-world applications of, 24-25 
rcsult interpretation and, 161-162 
o f  tcxt, 342-343
tim e-series analysis and, 328—334 
ofW eb sitcs. Scc W eb-bascd data m ining 

data tnining process m odcl 
accessing the data, 19-21 
m ining o f  the data, 21 
result applicarion, 21-22  
rcsult interpretation, 2 1 ,5 2 -5 9  

data m ining strategies, 34—11
markct basket analvsis, 41, 49, 78 
superviscd lcarnitig. Scc supcrviscd learning 

modcls
unsupcrviscd clustcring. See unsupcrviscd 

clustering m odcls 
data m ining techniques. 42-49 

ассшасу of, 99-100  
association rules, 4 1 ,4 9 ,7 8 -8 4  
Baycs classifier. 302-308  
clustering algorithms, 308-317 
dccision trees, 9 -1 1 ,6 8 -7 8 ,9 9  
ESX data tnining tool. See ESX data tnining tool 
cvaluating pcrform ance of. 52—59,9 9 -1 0 0  
genetic lcarning algorithms, 8 9 -9 8 .1 5 8 —159 
K-M eans algorithm. 84 -8 9 ,1 6 2  
linear regression, 4 7 -4 9 ,2 9 2 -2 9 6  
logistic regression, 298-302 
ntanual data m ining, 16-17 
neural rietvvorks. See neural networks 
nonlinear regression, 48 ,299-302  
production rules. See production rules 
regression trees, 297-298 
sclection o f  most appropriate, 98-100

statistical rcgrcssion, 4 7 -4 9 ,292-296  
data models, 180-182

entitv relationship diagram (ERD) for, 180-182 
norm alization of, 182 
relational models, 182-183 

data nortnalization, 155—156 
decimal scaling, 156 
logarithmic, 156 
Miti-M ax, 156 
Z-scorcs. 156 

data stnoothing. 154
data transformation, 1 4 8 .1 5 3 .155-161 ,186  

attribute creation, 159-160 
attribute elimination, 157-158 
o f  catcgorical data to numeric. 156-157, 

247-248 
data normalization, 155-156 
data warehousc proccss m odel and. 186 
instance selection and, 160-161 
KDD process m odel and, 148, 153 
o f  linear regression model. 299-300 ,299-300  
removal o f  outliers, 41, 134 

data visualization, 318—319 
data warehouses, 2 0 .1 5 1 ,1 5 3 ,1 8 4 -1 9 2  

analysis o f  data in, 190-192 
constellation schctna tcchniquc for, 190,191 
data marts, 185-186, 191-192 
definition of, 184 
denormalization o f  data in, 184 
cntrv o fdata  into, 185-186 
granularity of, 185 
tnetadata in, 186
multidimensional đatabase ntodel for, 186-187 
OLAP proccssing of. Sec O n -linc  Analvtical 

Processing (OLAP)
OLTP databases vs., 184-185 
preprocessing o f  data before en trv  into, 186 
process m odel for, 185 
snovvflake schema technique for, 190 
star schema technique for, 187—190 
subjcct orientation of, 184 

databasc m anagcm cnt systents (DBMS), 151-152 
databasc qucries, 15 ,318-319 
databases. See also data vvarchouses

database tnanagcm cnt systcms (DBMS) and. 
151-152

on-line transactional processing (OLTP).
180-183,184-185 

operational (transacrional), 20, 152-153,

lndex

180-182,184 
relational, 2 0 -2 1 ,1 5 1 -1 5 2 ,1 8 2 -1 8 3  

datasets
com bining attributes in. 159-160 
duplicatc records in, 153 
eliminating attributes frotu, 157-159 
iData Analyzer (iDA). See iDA datasets 
incorrect values for. 154 
missing values in, 99, 138 
removal o f  data frorn, 154, 184 
sm oothing o f  data in. 154 
Web sites containing sample. B -6-B -8  

DBMS. See database managemcnt svstems (DBMS) 
deciinal scaling, 156
decision support systenrs, 180, 184. See also data 

vvarehouscs 
decision trees, 9 -1 1 ,4 2 ,6 8 -7 8 , 99. See also 

regression trees 
advantages of, 77-78 
attribute selection and, 69 
C4.5 algorithm  for, 6 8 -6 9 ,7 1 -7 6  
C A RT algorithm  for, 77 
C H A ID  algorithm  for, 77 
đefined, 9
đisadvantages of, 78 
goodness scores and, 72 
ID3 algorithm  for, 77 
m apping to  prođuction rules. 11 ,76-77  
num eric data and, 71-72  
term ination critcria, 73 

deep knowledge. 15 
dccr hunter dataset, 135, 136, В -З-В -4

ncural netvvork clustering vvith. 278-284 
quick m ine feature and, 136 

delta rulc, 259 
delta, total. 281
dependent data marts, 191-192 
dependent variables. 34 
Detrano, R obert, 37, B-2 
dice operations, OLAP. 195, 197 
dimension keys, fact table, 187-188 
dimcnsion tables, 188 
doinain prcdictability, 120-121 
doniain rescmblancc scorcs.ESX. 119 

supervised lcarning. 127-128 
unsupervfised clustering, 119 

dom ain statistics, ESX
for categorical attributes, 120-121, 128 
for num erical attributes, 121, 128

Dovv Jones dosing pricc đataset, 328, B-4—B-5 
drill-dovvn operations, OLAP. 196 
duplicatc records, 153

E
e-mail, iDA support, 356 
EM algorithm. See expectation-maximization 

(EM) algorithm 
emulation, expert systems and, 17 
entities, 181-182
entitv’ rclationship diagnmis (ERDs), 180-182 

entity relationships in, 181-182 
m apping to relational databascs. 182-183 

cpochs, 260,272,280
ERDs. Sce entitv relationship diagrams (ERDs) 
error analvsis

confusion matrices and, 53-54 
tvvo-class error analysis, 54-55 

crror messages, iDA. A-5 
crror. tv pe 1 and 2 ,222  
estimation modcls, 36 
ESX data m ining tool. 106, 110-112 

attribute evaluation vvith, 165—169 
attribute significance values, 121, 132 
class rescmblancc scorcs and, 111-112 
copying original data into nevv spreadsheet 

before using. 135.A-4 
features of. 110
iDAV data file form at for, 112-114 
missing values and. 155 
neural nctvvork cluster analysis vvith. 284—285 
parameter evaluarion vvith, 169-172 
quick m ine feature, 136—137. A-4—A-5 
supervised learning vvith, 126-131 
thrce-lcvcl conccpt hierarchv used by, 110—111 
unsupervised clustering vvith, 114-126 

ETL routines, 186
cvaluation, inductive learning and. See genctic 

algorithm learning model 
evaluation rules. ESX, 111-112 
Ехсск See Microsoft Excel 
cxclusivc o f  (X O R ) function. 266-273 
exemplar concept view. 7 
expectation-maximization (EM) algorithm, 

315-317
experim ental analysis, evaluation of KDD process 

and, 162 
experimental group, 221 
expert svstems, 17-18
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experts, 17
extended log file format, 335—336 
external data sm oothing, 154 
external evaluation m ethods, 234-235

F
fact tablcs

in constellation schema, 190 
in snovvflakc schema, 190 
in star schema, 187-188,189 

facts
fact table, 187,188 
role in learning process, 5 

FA LC O N  fraud assessment system, 24 
F akeA aept, 54 
FalseAccept, 54 
РаггпеЛ Group, Inc., 24 
fccd-forward neural netvvorks, 4 5 -4 7 ,2 4 6 -2 5 0  

advantages of, 256
backpropagation learning \vith iDA, 266-278 
criticisms of, 256-257 
explanation tools for, 254—255 
genedc algorithms and, 98 ,252-253  
num eric input data for, 247-248 
ou tpu t form at for, 248-249 
perform ance of, 256 
sigmoid evaluation function for, 250 
supervised learmng w ith, 251-253 .257-260  
test set ассигасу measures, 55 

film industry, data m ining applications to, 25 
Financial Crim es Enforcement N etw ork AI 

System (FAIS), 24 
first norm al form  (IN F), 182 
flat files, 20-21 ,151  
ffaud, detecting \vith data m ining, 24 
ffee text, data m ining of, 342-343 
fiilly connected neural netvvorks, 246 ,247

G
gain ratios, 69
gaming inđustrv. data m ining applications to. 25 
ganuna гау burst dataset. 25, 173, B-4 
Gaussian curve. See norm al distribution 
gcneralization factors, 71 
gcnetic algorithm  learning m odel, 89-98  

apphcations of, 89-90 
attribute selection and, 158-159

basic steps of, 90 
crossovcr operators, 90 
feed-forward netvvorks and, 98, 252—253 
limitations of, 97-98  
mutation operators and, 90 
num eric attributes and, 90 
selection operators and, 90 
supervised learning and, 90-95 
term ination criteria for, 91 

genetic operators, 90,91 
G cnnari.John, 37
goal identification. K D D  process m odel and, 148, 

150-151
goodness scores, decision trccs and, 71-72  
Granstein, Lisa, 24
Grb4u.xls. See gamma гау burst dataset

н
health care, data m ining applications to, 24 
heuristic agent. iDA, 106 
heuristic analvsis, evaluation o f  K D D  proccss 

and, 162 
heuristics, 162, 318 
h idđen knovvledge, 15 
h iddcn layers parameter, backpropagation 

learning and, 272 
hierarchical clustcring, unsupervised, 50-51 
Holland, John. 89-98
hum an analysis, evaluation o f  KD D  proccss and. 

162
human brain, neural netvvorks as m odel of, 45,246 
hum an experts. See experts 
hum an learning, 4 
hypothesis

classical model for testing, 221-222, 225—227, 
232 

defined, 16
KD D  process m odcl and, 150 
null, 221
testing o f  writh pivot tablcs, 201-205 

hvpothesis testing, 221-222
conaparmg supervised learner models vvith, 

225-227
num erical attribute significance and, 232

I
ID3 algorithm, 77
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iDA dataseLs
cardiology paticnt đataset, 37-39, B-2 
credit card prom otion database, 42-43, 

B -2-B -3
crcdit card screening dataset, 163, 165, B-3 
deer huntcr dataset, 135, 136, В -З-В -4  
gamma гау burst dataset, 173, B-4 
satelhte unage datasct, 165. 169-172, 

274-278, B-5 
spine clinic dataset, 138-139, B-5 
stock index dataset, 328, B -4-B -5 
Titanic dataset, 136-137, B -4-B -6 

iDA softvvare. Scc iData Analyzer (iDA) 
iData Analvzer (iDA), 109.A -2-A -6

backpropagation learning vvith, 266-278 
com ponents of, 106-107 
copying original data into nevv spreadsheet 

before using, 135.A-4 
datasets included vvith, B -2 -B -6  
error messages, A-5 
ESX data m ining tool, 106, 110-112 

superviseđ learning with, 126-131 
unsupervised clustcring vvith, 114—126 

feed-forvvard netvvork tools, 47 
general guidehnes fo r,A -4-A -5  
heuristic agent, 106 
iDAV data file form at for, 112-114 
installation of, 107 ,109 ,A-2 A-3 
Java requirem ent for, 109, 266, A-2 
MS Excel security levels and, 107. A-4 
neural nctvvorks and, 106,109 
preprocessor, 106,138 
quick m ine feature, 136-137, A -4-A -5 
reinstallation of,A -3 
report generator, 107 
rcrule feature, 130-131 
R ulcM akcr production rule generator. Sec 

RuleM aker 
self-organizing feature map in, 106 
sofhvare support for, A-6 
spreadsheet limitations, 110, A-4 
supervised lcarning vvith, 266—278 
system architecturc. 107, 108 
troubleshooting, A -5 -A -6  
uninstalhng. А -З-А -4  
unsupervised clustering with, 278-284 

iDAV data file format, 112-114 
illegal operation errors, iDA, A -5-A -6

incremental learning, 312 
indepenđent data marts, 185-186 
independent variables, 34 
index pages, 341-342 
index synthesis problem, 342 
IndexFinder, 342 
induction-bascd learning, 4—5

examples o f  knovvledgc gained from. 4—5 
machine learnhig, 318,319-320 
qucry and visualization techniqucs, 318-319 
statistical tcchniqucs for. See statistical data 

m ining tcchniques 
supervised learrung. See supcrvised learning 

models 
Infoacumen, A-6 
information theorv, 69 
Im non,W  FL, 184
m put attributes, 8 ,34. See also attributes 

as independent variables, 34 
sclccting for superviseđ learning, 127 

input nodcs, feed-forward nctvvork, 247-248 
instance-bascd classifiers, 160-161 
instance typicahty, 121-122,215,345-347 

class prototype, 133-134 
instance classification with, 134 
instance selection anđ, 160-161 
uses of, 134 

instances, data, 8
classification o f  by decision trees, 10-11,68, 
160

instance-based classificrs and, 160—161 
instancc typicality scores and. See instance 

typicahty 
missing values. 99 ,154-155  
outliers, 41, 99,134 
training data and, 10,160-161 

instances paramctcr, iDA. 280 
internal data sm oothing, 154 
Intcrnet, sample datasets on, B -6-B -8. See also 

W eb-based data mining 
intersection entities, 181 
intrinsic value, customer, 25-27 
invalid characters, 106 
item sets, association rules and, 80-83

J
James, Brian, 25 
Java, 109,266, A-2
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Journal o f  Statistics Education, B-8 
JSE Dat.i Archive, B-8

к
K-M eans algorithm, 84—89, 162. 233 
k-nearest rieighbor tiassifiers. 23 
K D Nuggets, 343, B-7 
knovvlcdge discovery, 191 
Knovvlcdge Discoverv in  Databases (KDD). 5, 

148-163
attribute evaluation example using, 165-169 
C R ISP -PM  process rnodel vs., 164 
data m ining in, 148, 16! 
data m ining vs.. 5
data prcprocessing in. 148.153-155 
data transformation in. 148, 155-161 
evaluating perform ance of, 162 
four-step process for, 164 
goal identification in, 148, 150—151 
incorporation ofknovvledge from, 148. 

162-163
param etcr cvaluadon examplc using, 169-172 

rcsult intcrprctation and cvaluation, 148, 
161-162 

scicntific m ethod and, 150 
seven-step process m odel for, 148, 149 
target đataset creation, 148, 151-153 
W eb-based data m ining and, 335—339 

knovvledge engineers, 18 
knovvledge, tvpes of, 14, 15 
Kohonen netvvorks (sclf-organizing maps), 106, 

253—254,260-262 . See also ncural 
netvvorks 

Kohoncn.Tcuvo, 253 
Kurzvvell, Rav. 4

L
Landsct dataset. See satellite image dataset 
learning

four levels of, 5 
m achine-based, 318 ,3 1 9 -3 2 0  

learning rate parameter, 272,280 
least-squares criterion, 293 
lift charts. 56-57
lift, m odel comparisons and, 56-58 
linear regression modcLs, 4 7 -4 9 ,2 9 2 —296 

multiple, 293—296

simple, 292-293
time-series analysis vvith, 329-331 
transformation o f  by logistic m odel, 299—300 

lincarly scparablc functions, 267 
LINEST fimction, 49 ,293-296  
log analyzers, 339 
logarithmic norm alization. 156 
logical operators, 266 
logistic regression, 298—302 
logit, 300

м
machine learning, 318, 319-320 
manual data m ining, 16-17. See also O n-line 

Analytical Proccssing (OLAP) 
m any-to-m any rclationships. 181 
m arket basket analysis, 4 1 ,4 9 ,7 8 . See also 

association rules 
mass mailing strategies, evaluating vvith lift,

56-58
matrices, confusion. See confusion matrices 
mcan, 217
mcan absolutc crror (mac), 55,236 
m can squared error (mse), 55,235 
m ean values, data sm oothing and. 154 
M erck-M edco M anaged Care, 24 
metadata, 186
Microsoft Access, E R D  notation in, 181 
Microsoft Excel

com puting attribute correlations vvith, 228 
crcating scatterplot điagrams vvith, 231 
lData Analyzcr (iDA) add-on. See iData 

Analvzcr (iDA) 
idcntifying nonpredictivc attributes vv'ith. 

227,232
LINEST function in, 49 ,293-296  
pivot tables. See pivot tables, MS Excel 

Microsoft Excel iDA datafiles. See iDA datasets 
M in-M ax norm alization, 156 
missing values, 99, 154—155

Bayes classifier and, 155, 305-306 
data prcprocessing and, 155 
dctcrm ining likcly valucs for, 155 
handling o f  bv data m ining techniques, 155 

mixtures, 315-316
M Lnct O nline Inform ation Service, 13-7 
m odcl perform ance evaluation, 5 2 -5 9 ,9 9 -1 0 0  

com ponents contributing to performance,
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214-216 
hvpothesis testing and, 221-222 
ncural netvvork models, 256 
statistical tools for, 216-221 
supervised learning models, 52-58 

com paring num eric models, 235-236 
confusion matrices and, 53—54 
lift and, 56-58
mean absolute error (mae) and, 55 
mean squared error (mse) and, 55 
tcst sct confidence intervals, 2 15,222—225 
cvvo-class crror analvsis, 54—55 
unsupervised clustering and, 233-234 

unsupervised clustering models, 58-59,
232-235

cxtcrnal cvaluation methods, 234—235 
supcrvised evaluation of, 59,234 

m odel trees, 297-298 
Moivre, Abraham de, 217-218 
m ultiđimensional database m odel, 186-187,192, 

193
multidimensional knovvlcdge. 15 
m ultidimensional pivot tables, 205-207 
multiple linear regression, 293—296. See also 

linear regression models 
m utation opcrators, genetic algorithms and, 90, 

9 1 ,9 4 -9 5

NASDAQ closing price dataset, 328, B -4 -B -5  
natural selection, genetic algorithms and, 89 
nearest neighbor classification, 22—23 
necessary attributcs, 123, 124, 125 
ncgativc eorrclations, 228,231 
ncural nctvvorks, 45—4 7 ,9 9 ,215 ,246-263  

advantages of, 256 
clustering vvith iDA, 278—284 
convergcncc of, 252,272 
criticisms of, 256-257 
đisadvantages of, 47
cxplanation tools for, 254—255,284—285 
fccd-forvvard, 45—47, 246—250

backpropagation learning and, 251-252, 
2 57-260 ,266-278  

genetic learning and, 98 ,252-253  
input data for, 247-248 
output form at for, 248-249 
sigmoiđ evaluation function for, 250, 251

test set ассигасу measurcs for, 55 
fully connected, 246, 247 
hiddcn lavcrs in, 246—247 
input form at for, 247-248 
Java and, 109,266
Kohonen netvvorks (self-organizing maps), 

106 ,253-254 ,260-262  
missing values and, 155 
numerical data and, 155-156, 247-248 
overtraining of, 278 
pcrccptron netvvorks, 267 
perform ance of, 256 
phases of, 46-47
sensitivity analysis o f  results of, 254—255 
timc-serics analysis vvith, 331 
unsupcrviscd clustering vvith, 45,47, 

253-254 ,278-284  
neurodes, 246 
noise, 153-154

duplicate rccords, 153 
incorrcct attribute values, 154 
sm oothing o f  data and, 154 

nonlinear regression models, 48 ,299-302 
norm al distribution, 217-219 

discovcry of. 217-218 
featurcs of, 218 
sample means and, 219—221 

normal forms, 182
norm al probability curvc. See normal distribution 
normalization. 155-156, 182 
N ovtim  Organum, N ew ton’s, 150 
null hvpothesis, 221 
num eric attributes

Baycs classifier and, 306-308 
converting categorical data to, 156 157, 

247-248 
convcrting to categorical, 112 
dccision trees and, 71—72 
estimation models and, 36 
ESX dom ain statistics for, 121,128 
genetic algorithms and, 90 
iDAV data filc format for, 112 
K-Mcans algorithm  and, 88 
likcly values for missing valucs, 155 
neural netvvorks and, 45 
norm alization of, 155—156 
prediction modeLs and, 37,39  
significance of, 232
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statistical regression and. 47-48 
num cric rnodel ассигасу measures. 55 ,235-236

OLAR Sec O n-line  Analytical 
Processing (OLAP)

OLTP. See O n-line Transactional Processing 
(OLTP)

O n-line  Analytical Proccssing (OLAP), 15, 
192-197,318 

concept hierarchies, 194 
dice operations, 195, 197 
drill-dow n operations, 196 
example of, 194-196 
Excel pivot table interfacc for. See pivot 

tables, MS Excel 
multidimensional data store. 192 
OLAP cubes, 192, 194 
questions bcst solved by, 15 
roll-up operations, 195,197 
rotation (pivoting) opcrations, 196 
slice operations, 194-195, 197 
strategies for, 197 
user interface for, 192, 194 

On-lineTransactional Processing (OLTP), 180 
data m odeling and, 180—182 
data warehouses vs., 184-185 
norm alization and, 182 

o ne-to -m any  relationships, 181 
one-to -one  relationships, 181 
online datasets. B -6 -B -8  
operational databases, 2 0 ,1 5 2 -1 5 3 ,1 8 0 -1 8 2

entity relationship diagram (ERD) for, 180-182 
norm alization of, 182 
removal o f  data from, 184 

operational metadata, 186 
oudiers, 41, 134, 154 
ou tpu t attributes, 8 .34 . Sec also attributes 

classification modcls and. 34 
as dependent variables, 34 
estimation models and, 36 
multiple fionr association rulcs, 49 
prediction ntodels and, 37,39 
selecting for supervised learning, 127 

ou tpu t nođes. feed tbnvard network. 248-249

P
pagevievvs, 336
paging feature, pivot table, 207 
parameters

backpropagation learning and, 272 
evaluation of, 169-172 
m odel perform ance and, 215-216 

partitioning algorithms, 50 
perccptron netvrorks, 267 
perform ancc cvaluation. model. See m odel 

perform ancc evaluation 
personalization,W eb site, 340-341 
pivot tables, MS Excel, 197-208

crcation o f  m ultidimensional, 205-207 
creation ofsim ple w ith credit, 198—201 
hvpothcsis tcsting with, 201-205 
versions o f  Excel and, 197 

positive correlations, 228, 229 
prcdictability scores, attribute-value, 120-121 
prediction models, 36—3 7 ,3 9 -4 0 ,3 3 2 -3 3 3  
preproccssor, iDA. 106, 138 
principles, role in learning process, 5 
probabilistic concept view, 6 -7  
procedures, m le in learning process, 5 
process rnodel, data m ining. See data m ining 

process m odel 
production rulc generator. See R uleM aker 
production rules, 11

generation o f  by RtileM aker, 43-45, 124-126 
mapping decision trees to, 11 ,76-77  
vvith multiple conditions, 126 
spced o f  algorithms for, 99 

profcssional sports, applications o f  data m ining 
to, 25

Q
quers- and visualization techniqucs, 318-319 
query tools, 15 ,318-319 
quick niine feature, ESX. 136-137. A -4-A -5  
Q uinlan, Ross, B-3

R
random  sampling, 216 
records, locating duplicate, 153 
redunđant data

locating with Excel, 227—231 
relational databases and, 151-152, 153
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regression. statistical. See statistical regression 
regression trees, 77,297—298. See also dccision 

trces
relational databases, 182-183. See also data 

warehouses 
constraints o f  to data miriing, 182—183 
convcrting data in to data m ining format, 

2 0 -2 1 .1 5 1 -1 5 2  
jo in  operations in, 182-183 
m apping o fE R D s to, 182-183 
redundancy in, 151-152 
structure of, 151 
transaction processing in, 182 

reports, iDA, 107,117-118
supervised learning, 127—131 
unsuperviscd clustcring, 117-121 

rcrulc feature, lDA. 130-131 
risk m anagem ent apphcations, 24 
rms. Sec root m ean squared error (rms) 
roll-up operations, OLAP, 195.197 
root m ean squarcd error (rms), 55, 235-236 
rotation (pivoting) operations, OLAP. 196 
rounding, 154
RuleM aker, 43, 107, 131-133 

ассигасу scores and, 131 
attribute significancc valucs, 132 
choosing all class instances o r only ntost 

tvpical, 132 
defining scope o f  rules to be generated, 131 
generation o f  ruies w ith multiple conditions, 

126
limitations of, 110
m inim um  correctness values for. 132 
m inim um  percent o f  instances to be covered, 

132
output o f  w ith supervised leaming, 130-131 
output o f  w ith unsupervised clustering, 

124-126 
rcrule feature and, 130-131 
rule ассигасу values, 124 
rule coverage values, 124—125

s
sample m ean, 217.219—221 
sample variance (V). 217 
SAS, 77
satellite imagc dataset, 165.B-5

backpropagation learning and, 274-278

evaluation ofparam eters in, 169-172 
scatterplot diagrams, 229-231 
schemas

constellation schema, 190,191 
snowflake schema, 190 
star schema, 187-190 

science, applications o f  data m ining to, 25 
scientific m ethod, KDD process m odel and, 150 
second norm al form  (2NF). 182 
sccurity level, MS Office, 107, A-2 
selection operators, genetic algorithms and, 90,91 
self-organizing featurc maps, 106.253-254, 

260-262 
sensitivitv analvsis, 254-255 
sequence miners, 340-341 
server log files. 335—336 
session files, 336,337 
sessions, 336 
shallow knowledge. 14 
Sheetl RES CLS shcct, 120,121-124,128 
Sheetl RES М Т Х  sheet, 128-129 
Sheetl RES RUL sheet, 120,128,130 
Shcctl RES SUM  sheet, 118-121,127-128 
Sheetl R E S T S T  shcct. 128 
Sheetl R E S T Y P  shcet, 128, 130 
Sheetl R U L T Y P  sheet, 120,128,133-134 
sigmoid function, 250, 251 
simplc finear regression. 292-293 
shcc operations, OLAP, 194-195, 197 
slope-intercept form. 292 
slowly changes dimensions. 188 
sm oothing techniques. 154 
snovvflake schema, 190 
software support, iDA. A-6 
speed, algorithm, 99 
spinc clinic dataset. 138-139.361 
sports. apphcations o f  data m ining to, 25 
spreadshccts. 151

converting data in to  data m ining format, 
20-21

limitations ofiD A , 110,354 
SPSS, 77 
SQL. 14
standard deviation (_), 217 
standard error (SE), 220 
starschem a, 187-190 
statistical data m ining techniques

agglomerative clustering, 309-312
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Baves đassifier, 302—308 
conceptual clustering, 312—315 
expectadon-m axim ization, 315-317 
linear regression, 292-296 
logistic regression, 298—302 
rcgrcssion trccs, 297-298  
statistical regrcssion, 4 7 -4 9 ,2 9 2 -2 9 6  
vs. m achine learning, 318 ,319-320  

statistical regression, 4 7 -4 9 ,2 9 2 -2 9 6  
correlation coefficient (r), 228 
linear rcgression, 4 7 -4 9 ,2 9 2 -2 9 6 , 329-331 
logistic regression, 298—302,299-302  
nonlinear regression, 4 8 ,299-302  

statistics, 216-221 
mean, 217
mean absolute error (mae), 55 ,236  
mcan squarcd error (mse), 55,235 
norm al distribution and, 217-219 
root m ean squarcd crror (rms), 55,235—236 
sample mean, 217,219-221 
sample variance (V), 217 
stanđard deviation (_), 217 
standard error (SE), 220 
test set confidcnce intervals, 215 ,222—225 
variancc (_2),217 

StatLib Web site, B-7 
stock index dataset, 328, B -4 -B -5  
stratification, 215 
structural metadata, 186 
sufficient attribute values, 124, 125 
supervised leam ing data m ining techniques, 42-49 

Bayes classifier, 302-308 
decision trees, 9 -1 1 ,6 8 —78 
determ ining missing values with, 155 
ESX data m ining tool, 126—131 
evaluating perfortnance of, 215 
feed-fonvard nctworks, 251-253 
genetic algorithms. 90-95 , 252-253 
instance selection and, 160-161 
neural networks, 45 -47 , 266-278 
production rules, 43-45  
regression trees, 77, 297—298 
statistical regression, 4 7 -4 9 ,2 9 2 -2 9 6  

supervised learning ESX reports, 127-131 
supervised learning models, 7 -1 1 ,3 4 —40 

classification models, 8, 34-35 
com ponents of, 214—216 
estimation models, 36

cvaluating perform ance of, 52 -5 8 ,2 1 4 -2 1 6  
vvith classical hypothesis testing model,

2 21-222 ,225-227  
com paring num eric models, 235-236 
statistical tools for, 216-221
test set confidcnee intervals and, 215,

222-227
unsupervised clustering for, 59 ,233-234  
evaluation o f  unsupervised clustering vvith, 

59,234
prediction modcls, 3 6 -3 7 ,3 9 -4 0  
purpose of, 8 

support, association rule, 79

т
targct datasct creation, KD D  process model and, 

148
tem perature dataset, B -6
test set confidence intervals, 225-227
test sets, 10

confidence intervals for, 222-225 
cross-validation of, 224 
error rate confidence intervals for, 215, 

222-225
m odel perform ance and, 53 -5 5 ,1 2 8 -1 2 9 , 

215,216 
textual data m ining, 342-343 
third norm al form  (3NF), 182 
thrcc-lcvcl concept hierarchv, ESX, 110-111 
timc-serics analvsis, 160,328—334

categorical attribute prediction and, 332-333 
general considcration for building modeis for, 

333-334 
vvdth linear regression, 329-331 
vvith neural netvvorks, 331 

time-series problems, 328 
Titanic dataset, 136-137, B -5-B -6  
total delta, 281 
training data, 10,272

bootstrapping of, 224—225 
m odel perform ance and, 215 

transactional databases, 20, 151
entity rclationship diagram (ERD) for, 180-182 
norm alization of, 182 
removal o f  data from, 184 

transformation, data. See data transformation 
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Learn Data Mining 
b y  Doing Data Mining

Data m ining is the discovery of patterns in 

data to help explain current behavior or predict 

future outcome. D ata M in in g .A  Tutorial-Based  

P rim er provides an introduction to the data 

m ining process by explaining how it can be 

used to solve real problems, and then allow ing 

you to do your own data m ining! This book 

provides detail about most aspects of data 

m ining and knowledge discovery, focusing 

on model building and testing as well as on 

interpreting and validating results.
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